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Full electric airplanes
KEMING GONG (Kimi) & SIQI LUO (Peter) & ANNING HU (Annie)

1. Introduction
Peter

The aviation industry has been witnessing a great shift with the rapid advancement of electric propulsion technology. 

As concerns about environmental sustainability and carbon emissions grow, there is an increasing interest in 

developing all-electric and hybrid-electric aircraft. However, the success of these technologies largely depends on 

overcoming critical challenges, such as improving battery energy density, reducing weight, and extending �ight range. 

This essay explores the current development of electric and hybrid aircraft while suggesting a possible way to improve 

the range using existing technology through changes in the propulsion system and the airplane's shape.

Annie

Electrification has become one of the most promising methods for a more ecologically sustainable solution for its 

outstanding characteristic in low carbon emissions, noise pollution and dependent on fossil fuels. There have been 

various attempts and prototypes of full electric aircrafts. However, due to the low specific energy of lithium-ion 

batteries, existing vehicles have common characteristic of short range, low maximum take-off mass, high battery mass 

ratio and seating capacity of usually 1 to 2 passengers.

Kimi

Nowadays, electric aircraft is a topic that is being widely discussed. Large aviation industries such as Airbus already 

proposed their electric airplane designs.  In fact, at 2016, a lightweight solar powered  but  bizarre  looking  aircraft,  

with  a  wingspan  similar  to  Boeing  747  successfully circumnavigated the earth [3]. Even though this aircraft totally 

differs from commercial aircrafts, it does provide some useful insights about the possible electric airliners’ design. 

For example, the gigantic wing with solar panels directly on it could be the most feasible idea right now. Meanwhile, 

the electric motor won’t be as powerful as jet engines at the current stage, so it is important to keep the aircraft light 

weighted. My design will be a short-range commercial aircraft powered by electric propellers, and it can be used in 

general aviation or as a private aircraft. 

2. Design proposed by Peter
Peter

2.1. Propulsion system

Due to the current battery technology, batteries are heavy and have low energy density, limiting the airplane's range. 

The existing fully electric airplane with the longest range is the Eviation Alice, which can �y up to 650 miles at a cruise 

speed of 276 mph and accommodate only 9 passengers [1]. However, this performance falls short of the demands for 

commercial �ights. To extend the range without relying on extraordinary advancements in battery technology, a hybrid 

con�guration may be introduced.

Two  electric-driven wingtip  propellers  can  be  added  to  each wing, along with a conventional combustion engine. 

The conventional airplane uses a fuel cell to provide power, offering a very high energy density and a heating value of 

11.9 kWh/kg [2]. However, the chemical-to-mechanical energy conversion in this process has a relatively low ef�ciency 

of approximately 35%.

In comparison, the electric-driven propeller may achieve higher ef�ciency. The direct drive capability of the electric 
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motor eliminates the complex burning process and minimises chemical energy losses. Moreover, the electric-driven 

propeller reduces the need for fuel systems, including fuel, fuel tanks, and fuel delivery systems. It also eliminates the 

requirement for cooling and exhaust systems, signi�cantly reducing weight and creating space for batteries and cargo.

2.2. Shape and design of the airplane

The energy density of existing battery materials  is relatively low, with the highest being about 0.4kWh/L, while jet 

fuel has a high density of 9.6kWh/L. This 24 times difference results in the need for larger space to accommodate the 

battery and an increase in weight. Improving the energy density of the battery is the most effective way to enhance 

the battery range, but achieving this in current technology development may be challenging. Therefore, to extend the 

range of the airplane and make room for the battery, a redesign of the aircraft may be necessary.

To create space for the battery and maintain sufficient aerodynamic performance, I have designed the airplane 

as shown in the figure above. The airplane has a drop-shaped body in the right side view, which may reduce flow 

separation and minimise drag. The front part of the airplane serves as the cockpit, while the main body functions as 

the main cabin. Below the cabin is the space allocated for the battery. The battery is connected to four electric-driven 

propellers on the rear wings, providing forward thrust for the airplane. At the back of the aircraft, there is a small 

auxiliary power unit housing

an internal combustion engine that can supply electricity and power in case of emergencies. The shaded region BAC 

represents the area cut from the semicircle to reduce the weight of the wings while creating a large wingspan to 

enhance lift.

In the front view, the aircraft consists of three layers: cabin, battery, and gear. Since the battery occupies the original 

cargo and luggage space, the area between the main cabin and the drop- shaped body can be utilised for storage. 

Furthermore, since electric motors do not require air inlets for combustion gases, the engine can be positioned inside 

the airplane's body, reducing frontal area and �ow separation, thus improving aerodynamic performance.

Additionally,  to  extend  the  airplane's  range,  weight  reduction  can  be  achieved  through  other components. 

As stated Yu LiMing [4], ‘there are four types of secondary power systems on an aircraft:  hydraulic,  pneumatic,  

electrical, and  mechanical systems for  primary  propulsion. ’[7]   By replacing hydraulic actuators with electric 

actuators, gear-driven hydraulic pumps and fuel pumps with electric pumps, and pneumatic air conditioning 

compressors with electric compressors, the complex mechanical structures can be simpli�ed into wires and electric 

motors, leading to weight reduction and an increased aircraft range.
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3. Design proposed by Annie
Annie

For electric propulsion systems, the number of propellers is no longer limited to 2. Because, unlike combustion 

engines, electric motors’ performance varies linearly with size [10], we may break them into smaller ones to satis�ed 

different  needs respectively.  In addition,  better ef�ciency can be achieved as propellers can operate at lower tip 

speeds hence lower induced drag. In this design, 5 small electric propellers are distributed across tail of the vehicles to 

provide thrust. They lie between the upper and lower surface of the aircraft. This con�guration blend into the vehicle 

perfectly while it doesn’t add to frontal area. Two larger electric motors are embedded in the side wings. Joints 

of the parts of the wings are designed to be rotatable to provide propulsion in different direction under different 

circumstances.

Configuration 1: horizontal side wings with embedded rotor

This con�guration is applied during the hover state. The two rotors provide vertical thrust. The additional rotor under 

the vehicle balances the torque and keeps the vehicle from tilting during the process.

(view from above)

Configuration 2: horizontal side wings with covered rotors

This con�guration is also used in the state of taking off, but not vertically. The propeller group along the tail provides 

thrust and the vehicle takes off by the upward lift.

(view from above)

The two different choices of take-off method also arise from the special characteristic of electric vehicle. For a personal 

vehicle, there is not always a runway available when needed. Meanwhile, vertical �ying is more energy consuming, 

resulting in a signi�cant increase in battery load. Decisions are based on the surrounding, state of charge of battery, 

distance of the tour etc

7



Configuration 3: Vertical side wings with embedded rotor

The Vertical side wings form a c-wing. Side-to-side motion can be achieved by turning on motor on only one side, 

giving a quicker response to obstacle than turning.

Configuration 4: vertical side wings with rotated rotor

The  rotor  rotates  90  degrees  and  act  as  another  propeller  providing  horizontal  thrust.  This con�guration can 

be applied when some rotors malfunctions or to accelerate.

Aerodynamic design

A good aerodynamic design signi�cantly improves the vehicle’s energy ef�ciency, extending �ight  range and allow 

for greater load. The overall shape for this design blends the wings into the shape of the body, avoiding sharp edges 

causing �ow separation.

Smaller engines blend into the shape easily and avoid adding to frontal area and increased drag. Teardrop shape, 

lowest drag coef�cient, is applied to the top wing. In any state of the �ight, the top wing is always vertical, aiming 

to reduce the circulation around the wingtip, hence decrease the wingtip vortices. During the cruise state, the side 

wing is held vertical, forming a C shape for wing con�guration. It generates extra thrust on the top wings by using the 

downwash created by the main wings, it causes a forward induced drag, which is thrust. Additional thrust act like a 

propeller, but generated by downwash of �uid. This technology lightens the load for batteries.

A boundary layer control system is added at the wings . It sucks the air with low speed near the surface continuously. 

With a thinner boundary layer, the air flow are less likely to detach from the surface,  delaying  flow  separation.  

However,  the  traditional  suction  is  heavy  and  complex  to manufacture, not suitable for an electric vehicle. This 

design adopt a simpli�ed version proposed by Horstmann and Schröder using simply a double skin structure.
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4. Desing proposed by Kimi
Kimi

The powertrain of my design is mainly divided into the following parts: electric propellers (fans), solar panels and 

batteries. During �ight, the solar panels absorb energy from sunlight, then the energy will be delivered to the fans and 

thus create a thrust.

The aircraft has a 15 meters long fuselage, but its wingspan must be long enough to fit sufficient amount of solar 

panels that could generate enough power. Nowadays, Canadian Solar’s newest product TOPBiHiKu7: a 3.106 

square  meters solar panel with 22% ef�ciency (converting solar energy into electricity) can generate 695 W power 

[5]. In other words, this solar panel can produce 223.76 W per every squared meter. However, a newest technology 

can further increase the power of solar panels by a signi�cant amount. Scientists from University of California stated 

that by spraying a layer of multi-scale surface (which is composed by particles from 10 nanometers to 10 micrometers 

large), those particles with variant sizes can increase the surface area that are used to absorb sunlight, therefore the 

ef�ciency of converting energy can be incremented to 90% [6]. Therefore, this variant of solar panel can generate more 

than 900 W of energy per meter squared. The energy supply that comes from the solar panel will be directly used to 

power the propellers. However, another propeller is located at the end of the aircraft.  It  is  powered by  3000  kg of 

700Wh/kg rechargeable lithium-ion battery (which is the battery with the highest energy density) [7], which can provide 

a consistent 2100 kW energy output for 1 hour. The aim of this engine is to provide additional thrust during the takeoff 

and ascending stage, since the horizontal drag force will increase massively as a result of lift “leaning backward”, 

and by decomposing lift into horizontal and vertical forces, a horizontal drag force that equals to the magnitude of lift 

times sin θ (where θ means banking angle) will be produced. Based on my estimation, more than 50 kN of additional 

drag will be produced when the aircraft ascends. The aim of this engine located at the rear end is to produce enough 

thrust to deal with the drag force, and it will be shut down when the airplane stopped ascending. The battery can 

be recharged by the solar panel during �ight, this is because as the height increases, density of air decreases, and 

the horizontal air resistance reduces (since air resistance is directly proportional to the density of air), therefore, the 

engines won’t need to work with full power to provide enough thrust, instead, energy that comes from the solar 

panels will be used to charge the battery system.

The wing of the aircraft is extraordinarily large (approximately 200 square meters), since massive solar panels are used 

to generate energy. The most important advantage of a large wing is that it allows the aircraft to cruise at slow speed 

without stalling (this is because a larger wing can generate more lift) [7]. Therefore, the propeller doesn’t need to 

be as powerful as traditional petrol engines to make the plane �y. Additionally, even though a large wing isn’t as 

maneuverable as short wings, but it can provide the best performance at low speed (which is suitable for electric 

aircrafts) [8]. However, a larger wing might bring additional weight to the aircraft, so it is important to use lightweight 

materials as much as possible.
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5. Conclusions
Peter

In conclusion, electric and hybrid aircraft hold promising potential for greener aviation. Despite current challenges, 

advancements in technology offer hope for improved range and ef�ciency. By embracing innovation and collaboration, 

we can pave the way for a sustainable and eco-friendly future in air travel.

Annie

In conclusion, a fully electric design provide more freedom when no longer con�ned to two main fuel engines. This 

design of electric vehicle offers better control, improving the �exibility and safety for the tour and leave more room 

for decision. Breaking down propellers allows more possibilities of shape and con�guration of the vehicle. A blended-

wings and C-wing con�guration is adopted to improve aerodynamic. Safety is ensured due to redundancy offered by 

multiple propellers. If one malfunctions, the vehicle continues to �y.

However, this design has obvious limitation. The additional propeller under the vehicle is exposed to foreign  objects  

which  may  damage  the  propeller. Although  better  efficiency  and  aerodynamic performance is achieved, in 

addition to extra thrust generated by the c-wing con�guration, range anxiety still exists. The most promising solution 

is to improve the performance of batteries. Although the current battery used have 50 times lower speci�c energy 

compared with fuels a better ef�ciency of electric motors make up for this. It is predicted by Elon Musk that a speci�c 

energy of 400 kWh/kg will be able to catch up with kerosene around 2024.

As technology continues to advance, the future of fully electric aircrafts gets closer within reach. They hold the 

potential to revolutionize the way we travel and shape the future of air transportation. By keep innovating the fully 

electric aircrafts, we leave a lasting legacy for generations to come.

Kimi

Overall, my fully electrical totally differs from the traditional layout of a passenger plane. The large wing can provide 

suf�cient power (by installing solar panels on it). The power comes from the solar panels will be then allocated to the 

propellers adjacent to the wings, and an additional propeller (that is used to give additional power during ascend) 

is located at the rear of the aircraft, and it is powered by ef�cient lithium-ion battery. The wing can also produce lift 

effectively so that the aircraft can cruise at low speed.  Its major concerns are reducing weight to 30000 kg maximum; 

minimizing drag coef�cient and maximizing the lift coef�cient of the wing; and enhancing the capacity of the battery 

so that it can �y without sunlight.
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The Future of Internal Combustion 
Engines:Towards Sustainable 

Solutions
SHUNHANG ZHOU (Brandon) 

1. Introduction
Due to the worldwide requirement to minimize the use of fossil fuels and prevent climate change, the future of 

internal combustion engines (ICE) is in a precarious position. The United Nation’s Sustainable Development Goal 

number 7, affordable and clean energy and number 13, climate action is the most prominent when it comes to 

the future of automobiles, as sustainable development has been the main goal across the board. It is therefore of 

particular signi�cance to determine the possibilities of using ICE technology in a sustainable way after the transition to 

alternative, renewable fuels. This research project will examine the prospective trajectory of ICE technology. The paper 

covers the current state of ICE technology, the dif�culties it faces, and proposed solutions to make it more ecologically 

friendly.

For more than a century, internal combustion engines have provided power for a wide range of vehicles, including 

cars, trucks, ships, and airplanes. Fossil fuels are widely used, but this has prompted questions about how they affect 

the environment, particularly on how they affect emissions of greenhouse gases and global warming. It is critical to 

assess the viability of continuous use of ICE technology with the implementation of sustainable fuels as we progress 

towards a more sustainable future.

Figure 1. World energy consumption by source (millions of petroleum equivalent) in the last 25 years [1]. 

2. Current State of Internal Combustion Engines
Internal combustion engines produce mechanical power by burning fossil fuels (e.g. gasoline or diesel)  [2].  Despite  

improvements  in  ef�ciency  and technology,  the fundamental  idea  has  not changed.  However, the  effects  of their 

operations  on the  environment  have  drawn  increasing attention. The primary concern with conventional ICEs is their 

dependency on fossil fuels, which causes the release of pollutants including nitrogen oxides (NOx) and particulate 

matter (PM) as well as greenhouse gases such as carbon dioxide (CO2). Approximately 3,000 out of 13,000 million tons 

of oil equivalent are produced annually. ICEs that run on fossil fuel oil accounts for about 25% of the world's primary 

energy consumption and 10% of its greenhouse gas emissions (Figures 1 and 2). These emissions have a severe 

negative impact on health, air pollution, and global warming. These issues must be resolved in order to guarantee a 

sustainable future for the further development of human kind.
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Figure 2. Global warming potential (GWP) in CO2 equivalent tons by sector [3].

3. Transition to Sustainable Fuels
Researchers have worked to increase the fuel ef�ciency of internal combustion engines for decades. Concerns about 

climate change gained traction, while ensuring the best possible use of scarce fuel supplies for current and future 

generations. Shifting to sustainable fuels, commonly referred to as biofuels, is one way to extend the usage of ICE 

technology. These fuels can be produced from organic materials including biomass, food waste, algae, or synthetic 

sources. There are various bene�ts when comparing sustainable fuels to traditional fossil fuels counterparts [4]. Since 

the carbon released during combustion is a natural component of the carbon cycle, they can dramatically lower the 

net greenhouse gas emissions. Moreover, they only require minor adjustments to the current ICE infrastructure.

4. Future Solutions
Conventional biofuel sources were cereals such as corn and sugar cane, but they were severely limited by food rivalry. 

The second-generation biofuels that have garnered interest are the "next- generation" materials that do not compete 

with food. Next-generation biofuels made from waste materials  like food andother organic materials are now being  

researched,  developed,  and commercialized [5].

Microalgae, are described as "promising strains" over the medium to long term. Its abundance of components, 

including fatty acids and hydrocarbons, which are valuable as fuel, is one of the factors that make it a promising stock. 

During the cultivation phase, wax esters (oils and fats) develop in the body of the euglena. Fatty acid methyl esters 

(FAME), often known as crude oil, are created when the material is dried to extract the wax esters and hydrogen is 

added to take the place of any additional oxygen. This FAME has been broken down and re�ned by Euglena to be 

used as fuel (�gure 3). It is more productive and grows more rapidly than cellulosic biomass [6].

Figure 3. Next-generation biodiesel fuel raw material production (microalgae oil and 
recycled oil made from used edibleoil), supply, and utilization [6].
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5. Challenges and Limitations
While sustainable fuels have the potential to revolutionize ICE vehicles, there are a number of obstacles  in the way 

of their widespread  implementation.  First, consumer acceptance may be hampered by present production and 

distribution costs that are greater than those of conventional fuels. Secondly, the overall ef�ciency of ICEs may be 

affected since sustainable fuels may have a lower energy density than conventional fossil fuels (�gure 4).

Figure 4. Energy density of major fuels in MJ/Kg [9]

However, the main challenge is still cost. Although it is claimed that biomass from microalgae like Euglena will be 

far more productive than biomass from terrestrial plants, a significant amount of energy must still be expended 

during the cultivation stage to replace water, supply carbon as a nutrition source, and add nutrients. Some of the 

algae production companies announced in 2020, aimed to build a commercial-scale plant in 2025 and increase 

the production of "biofuel" by 2000 times. Production volume will reach 250,000 kL by 2025, further reducing 

manufacturing costs. The target price at that time is also concrete, with 0.72 USD per litre, which is 1/100 of the current 

price. Allowing a carbon neutral future at a low cost without the concern of carbon emissions (�gure 5) [6].

Figure 5. euglena Co., Ltd.’s Goal for construction of a commercial-scale plant for 2025 (future) [6].

6. Conclusions
The  ability  of  internal  combustion  engines  to  adopt  environmentally  friendly  solutions  will determine  their  

future.  The  use  of  alternative  fuels  can  increase  the  practical  application  of conventional fossil fuel-based ICEs 

while contributing to a more sustainable transportation sector. In order to encourage the development, application, 

and adoption of sustainable fuels, governments, businesses, and researchers must collaborate closely for their 
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common objective.

ICE technology can contribute to a low-carbon future  by switching to renewable fuels and improving engine designs. 

However, it is crucial to recognize that ICEs alone cannot address all environmental issues. To create a genuinely  

sustainable transportation system, an integrated approach that incorporates electrification and environmentally 

friendly urban planning should be further explored.
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DAKAN LI (Ken) 

Abstract
Rockets are having a very different state in high speed, and we called this situation relativistic case. This article will 

use formula derivation to evaluate the difference of rocket motion between relativistic case and classical case. The 

challenges of high-speed rocket will also be mentioned, and some future aspect will be proposed. The data used are    

from other essays or textbooks.

1. Introduction
Nowadays rockets are widely used to explore the universe or execute   other special missions, and their motion can 

be explained by Tsiolkovsky rocket equations. However, this equation will be incomplete to describe  the motion if the 

rocket speed is approaching light speed. The energy, momentum, mass, and velocity of rocket will be different in high 

speed case.

Normally the speed to signi�cantly show relativistic effect is above 0.3c.“At 30% c, the difference between relativistic 

mass and rest mass is only about 5%, while at 50% it is 15%, (at 0.75c the difference is over 50%)”[1] Nevertheless, 

the current technology can’t let rocket achieve this speed. “Relativistic rockets require huge advances in spacecraft 

propulsion, energy storage, and engine ef�ciency which may or may not ever be possible. Nuclear pulse propulsion 

could theoretically reach 0. 1c using current known technology” [1] This means the relativistic rocket is only possible 

theoretical right now.

More than to show the different performance of relativistic rocket, this  article will also mention the challenges for high 

speed motion. Moreover, to propose some methods that may help.

2. Equations
2.1. Tsiolkovsky rocket equation

In an isolated rocket system, the momentum is always conserved.

We can rewrite it as

Then, let us say that the relative speed between rocket and exhausted products is  vrel , and the speed between 

exhaust products and the rest frame is U. We can get this formula:

Then, substitute U into (2):

And divide dt for both side:

This equation showed the thrust force is proportional to the mass consumption rate and rocket speed relative to 

exhaust products.

The difference between classical 
rocket motion and

relativistic rocket motionmomentum, mass, and velocity of rocket will be different in high speed 

case.  

  Normally the speed to significantly show relativistic effect is above 

0.3c. “At 30% c, the difference between relativistic mass and rest mass is 

only about 5%, while at 50% it is 15%, (at 0.75c the difference is over 

50%)”[1] Nevertheless, the current technology can’t let rocket achieve 

this speed. “Relativistic rockets require huge advances in spacecraft 

propulsion, energy storage, and engine efficiency which may or may not 

ever be possible. Nuclear pulse propulsion could theoretically reach 0.1c 

using current known technology” [1] This means the relativistic rocket is 

only possible theoretical right now.  

 More than to show the different performance of relativistic rocket, this 

article will also mention the challenges for high speed motion. Moreover, 

to propose some methods that may help.  

 

II. Equations 
 

A. Tsiolkovsky rocket equation 
 

In an isolated rocket system, the momentum is always conserved. 

𝑃𝑃𝑖𝑖 = 𝑃𝑃𝑓𝑓  (1) We can rewrite it as 

𝑀𝑀𝑀𝑀 = −𝑑𝑑𝑀𝑀 𝑈𝑈 + (𝑀𝑀 + 𝑑𝑑𝑀𝑀)(𝑀𝑀 + 𝑑𝑑𝑀𝑀)  (2) 

Then, let us say that the relative speed between rocket and exhausted 

products is 𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟, and the speed between exhaust products and the rest 

frame is U. We can get this formula: 

(𝑀𝑀 + 𝑑𝑑𝑀𝑀) = 𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟 + 𝑈𝑈  (3) 

𝑈𝑈 = 𝑀𝑀 + 𝑑𝑑𝑀𝑀 − 𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟  (4) 

Then, substitute U into (2): 

−𝑑𝑑𝑀𝑀𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑀𝑀 𝑑𝑑𝑀𝑀  (5) 

And divide dt for both side: 

− 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑀𝑀 𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑  (6) 

This equation showed the thrust force is proportional to the mass 

consumption rate and rocket speed relative to exhaust products.  

 

According to the equation above, the velocity can be derived. 

𝑑𝑑𝑀𝑀 = −𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟
𝑑𝑑𝑑𝑑
𝑑𝑑   (7) 

Then we can integrate it. 

∫ 𝑑𝑑𝑀𝑀 = −𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟 ∫ 𝑑𝑑𝑑𝑑
𝑑𝑑

𝑑𝑑𝑓𝑓
𝑑𝑑𝑖𝑖

𝑑𝑑𝑓𝑓
𝑑𝑑𝑖𝑖

  (8) 

We can rewrite it as 

𝑀𝑀𝑀𝑀 = −𝑑𝑑𝑀𝑀 𝑈𝑈 + (𝑀𝑀 + 𝑑𝑑𝑀𝑀)(𝑀𝑀 + 𝑑𝑑𝑀𝑀)  (2) 
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𝑈𝑈 = 𝑀𝑀 + 𝑑𝑑𝑀𝑀 − 𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟  (4) 
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−𝑑𝑑𝑀𝑀𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑀𝑀 𝑑𝑑𝑀𝑀  (5) 

And divide dt for both side: 

− 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑀𝑀 𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑  (6) 

This equation showed the thrust force is proportional to the mass 

consumption rate and rocket speed relative to exhaust products.  

 

According to the equation above, the velocity can be derived. 

𝑑𝑑𝑀𝑀 = −𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟
𝑑𝑑𝑑𝑑
𝑑𝑑   (7) 

Then we can integrate it. 

∫ 𝑑𝑑𝑀𝑀 = −𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟 ∫ 𝑑𝑑𝑑𝑑
𝑑𝑑

𝑑𝑑𝑓𝑓
𝑑𝑑𝑖𝑖

𝑑𝑑𝑓𝑓
𝑑𝑑𝑖𝑖

  (8) 
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frame is U. We can get this formula: 
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This equation showed the thrust force is proportional to the mass 

consumption rate and rocket speed relative to exhaust products.  

 

According to the equation above, the velocity can be derived. 

𝑑𝑑𝑀𝑀 = −𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟
𝑑𝑑𝑑𝑑
𝑑𝑑   (7) 

Then we can integrate it. 

∫ 𝑑𝑑𝑀𝑀 = −𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟 ∫ 𝑑𝑑𝑑𝑑
𝑑𝑑

𝑑𝑑𝑓𝑓
𝑑𝑑𝑖𝑖

𝑑𝑑𝑓𝑓
𝑑𝑑𝑖𝑖

  (8) 

We can rewrite it as 

𝑀𝑀𝑀𝑀 = −𝑑𝑑𝑀𝑀 𝑈𝑈 + (𝑀𝑀 + 𝑑𝑑𝑀𝑀)(𝑀𝑀 + 𝑑𝑑𝑀𝑀)  (2) 

Then, let us say that the relative speed between rocket and exhausted 

products is 𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟, and the speed between exhaust products and the rest 

frame is U. We can get this formula: 

(𝑀𝑀 + 𝑑𝑑𝑀𝑀) = 𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟 + 𝑈𝑈  (3) 

𝑈𝑈 = 𝑀𝑀 + 𝑑𝑑𝑀𝑀 − 𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟  (4) 

Then, substitute U into (2): 

−𝑑𝑑𝑀𝑀𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑀𝑀 𝑑𝑑𝑀𝑀  (5) 

And divide dt for both side: 

− 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑀𝑀 𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑  (6) 

This equation showed the thrust force is proportional to the mass 

consumption rate and rocket speed relative to exhaust products.  

 

According to the equation above, the velocity can be derived. 

𝑑𝑑𝑀𝑀 = −𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟
𝑑𝑑𝑑𝑑
𝑑𝑑   (7) 

Then we can integrate it. 

∫ 𝑑𝑑𝑀𝑀 = −𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟 ∫ 𝑑𝑑𝑑𝑑
𝑑𝑑

𝑑𝑑𝑓𝑓
𝑑𝑑𝑖𝑖
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𝑑𝑑𝑖𝑖

  (8) 
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According to the equation above, the velocity can be derived.

Then we can integrate it.

Finally, we get the velocity change:

From this equation, we can derive mass:

2.2. Special relativity formulas

relative mass will increase as speed increase:

The velocity can be expressed as:

Momentum and energy can be expressed as:

2.3. Relativistic rocket motion

The momentum in relativistic case can be written in:

The  y  derived relative to v is:

We can write  y(v+dv) as:

Then, we can get:

According to momentum conservation, which means P(t)=P (t + dt), we can cancel  myv in both side:

And we know that  y 2F2  = y2-1, so the equation will become:

The energy can be expressed as:

Then, according to energy conservation, we can deduce that:

We can substitute (24) into (22), then we get:

And we know:

Then we can get a differential equation:

We assume  v′ e   is constant, and we move constants to the right:

We can rewrite it as 

𝑀𝑀𝑀𝑀 = −𝑑𝑑𝑀𝑀 𝑈𝑈 + (𝑀𝑀 + 𝑑𝑑𝑀𝑀)(𝑀𝑀 + 𝑑𝑑𝑀𝑀)  (2) 

Then, let us say that the relative speed between rocket and exhausted 

products is 𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟, and the speed between exhaust products and the rest 

frame is U. We can get this formula: 

(𝑀𝑀 + 𝑑𝑑𝑀𝑀) = 𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟 + 𝑈𝑈  (3) 

𝑈𝑈 = 𝑀𝑀 + 𝑑𝑑𝑀𝑀 − 𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟  (4) 

Then, substitute U into (2): 

−𝑑𝑑𝑀𝑀𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑀𝑀 𝑑𝑑𝑀𝑀  (5) 

And divide dt for both side: 

− 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑀𝑀 𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑  (6) 

This equation showed the thrust force is proportional to the mass 

consumption rate and rocket speed relative to exhaust products.  

 

According to the equation above, the velocity can be derived. 

𝑑𝑑𝑀𝑀 = −𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟
𝑑𝑑𝑑𝑑
𝑑𝑑   (7) 

Then we can integrate it. 

∫ 𝑑𝑑𝑀𝑀 = −𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟 ∫ 𝑑𝑑𝑑𝑑
𝑑𝑑

𝑑𝑑𝑓𝑓
𝑑𝑑𝑖𝑖

𝑑𝑑𝑓𝑓
𝑑𝑑𝑖𝑖

  (8) Finally, we get the velocity change: 

𝑣𝑣𝑓𝑓 − 𝑣𝑣𝑖𝑖 = 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟 𝑙𝑙𝑙𝑙 𝑀𝑀𝑖𝑖
𝑀𝑀𝑓𝑓

 (9) 

From this equation, we can derive mass: 

𝑀𝑀𝑖𝑖 = 𝑀𝑀𝑓𝑓𝑒𝑒∆𝑣𝑣 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟⁄  (10) 

 

B. special relativity formulas 
 

relative mass will increase as speed increase: 

𝑚𝑚 = 𝑚𝑚0

√1−𝑣𝑣2
𝑐𝑐2

  (11) 

The velocity can be expressed as: 

𝑢𝑢′𝑥𝑥 = 𝑢𝑢𝑥𝑥−𝑣𝑣
1−𝑢𝑢𝑥𝑥𝑣𝑣

𝑐𝑐2
  (12) 

𝑢𝑢𝑥𝑥 = 𝑢𝑢′𝑥𝑥+𝑣𝑣
1+𝑢𝑢′𝑥𝑥𝑣𝑣

𝑐𝑐2
  (13) 

Momentum and energy can be expressed as: 

𝑝𝑝 = 𝑚𝑚𝑚𝑚(𝑢𝑢)𝑢𝑢 (14) 

𝐸𝐸 = 𝑚𝑚𝑚𝑚𝑐𝑐2 (15) 

𝑇𝑇 = 𝑚𝑚𝑚𝑚𝑐𝑐2 − 𝑚𝑚𝑐𝑐2(16) 
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C. relativistic rocket motion 
 

Finally, we get the velocity change: 

𝑣𝑣𝑓𝑓 − 𝑣𝑣𝑖𝑖 = 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟 𝑙𝑙𝑙𝑙 𝑀𝑀𝑖𝑖
𝑀𝑀𝑓𝑓

 (9) 

From this equation, we can derive mass: 

𝑀𝑀𝑖𝑖 = 𝑀𝑀𝑓𝑓𝑒𝑒∆𝑣𝑣 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟⁄  (10) 

 

B. special relativity formulas 
 

relative mass will increase as speed increase: 

𝑚𝑚 = 𝑚𝑚0

√1−𝑣𝑣2
𝑐𝑐2

  (11) 

The velocity can be expressed as: 

𝑢𝑢′𝑥𝑥 = 𝑢𝑢𝑥𝑥−𝑣𝑣
1−𝑢𝑢𝑥𝑥𝑣𝑣

𝑐𝑐2
  (12) 

𝑢𝑢𝑥𝑥 = 𝑢𝑢′𝑥𝑥+𝑣𝑣
1+𝑢𝑢′𝑥𝑥𝑣𝑣

𝑐𝑐2
  (13) 

Momentum and energy can be expressed as: 

𝑝𝑝 = 𝑚𝑚𝑚𝑚(𝑢𝑢)𝑢𝑢 (14) 

𝐸𝐸 = 𝑚𝑚𝑚𝑚𝑐𝑐2 (15) 

𝑇𝑇 = 𝑚𝑚𝑚𝑚𝑐𝑐2 − 𝑚𝑚𝑐𝑐2(16) 

 

C. relativistic rocket motion 
 

The momentum in relativistic case can be written in: 

P (t +d t) = (m +dm) γ (v +d v) (v +dv) +d𝑚𝑚𝑒𝑒γ (𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (17) 

The 𝛾𝛾 derived relative to v is: 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = 𝑑𝑑

𝑐𝑐2 𝛾𝛾3 (18) 

We can write 𝛾𝛾(v+dv) as: 

𝛾𝛾(v + dv) = 𝛾𝛾(𝑣𝑣) + 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 𝑑𝑑𝑣𝑣 (19) 

Then, we can get: 

𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑚𝑚𝛾𝛾𝑑𝑑𝑣𝑣 + 𝑚𝑚 𝑑𝑑2

𝑐𝑐2 𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (20) 

According to momentum conservation, which means P(t)=P (t + dt), we 

can cancel 𝑚𝑚𝛾𝛾𝑣𝑣 in both side: 

0 =  𝑚𝑚𝛾𝛾𝑑𝑑𝑣𝑣 + 𝑚𝑚 𝑑𝑑2

𝑐𝑐2 𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (21) 

And we know that 𝛾𝛾2𝛽𝛽2 = 𝛾𝛾2 − 1, so the equation will become: 

0 = 𝑚𝑚𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (22) 

The energy can be expressed as: 

𝐸𝐸(𝑡𝑡 + 𝑑𝑑𝑡𝑡) = (𝑚𝑚 + 𝑑𝑑𝑚𝑚)𝛾𝛾(𝑣𝑣 + 𝑑𝑑𝑣𝑣)𝑐𝑐2 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑐𝑐2 (23) 

Then, according to energy conservation, we can deduce that: 

0 = 𝑚𝑚 𝑑𝑑
𝑐𝑐2 𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚 𝛾𝛾 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)  (24) 

We can substitute (24) into (22), then we get: 

The momentum in relativistic case can be written in: 

P (t +d t) = (m +dm) γ (v +d v) (v +dv) +d𝑚𝑚𝑒𝑒γ (𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (17) 

The 𝛾𝛾 derived relative to v is: 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = 𝑑𝑑

𝑐𝑐2 𝛾𝛾3 (18) 

We can write 𝛾𝛾(v+dv) as: 

𝛾𝛾(v + dv) = 𝛾𝛾(𝑣𝑣) + 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 𝑑𝑑𝑣𝑣 (19) 

Then, we can get: 

𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑚𝑚𝛾𝛾𝑑𝑑𝑣𝑣 + 𝑚𝑚 𝑑𝑑2

𝑐𝑐2 𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (20) 

According to momentum conservation, which means P(t)=P (t + dt), we 

can cancel 𝑚𝑚𝛾𝛾𝑣𝑣 in both side: 

0 =  𝑚𝑚𝛾𝛾𝑑𝑑𝑣𝑣 + 𝑚𝑚 𝑑𝑑2

𝑐𝑐2 𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (21) 

And we know that 𝛾𝛾2𝛽𝛽2 = 𝛾𝛾2 − 1, so the equation will become: 

0 = 𝑚𝑚𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (22) 

The energy can be expressed as: 

𝐸𝐸(𝑡𝑡 + 𝑑𝑑𝑡𝑡) = (𝑚𝑚 + 𝑑𝑑𝑚𝑚)𝛾𝛾(𝑣𝑣 + 𝑑𝑑𝑣𝑣)𝑐𝑐2 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑐𝑐2 (23) 

Then, according to energy conservation, we can deduce that: 

0 = 𝑚𝑚 𝑑𝑑
𝑐𝑐2 𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚 𝛾𝛾 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)  (24) 

We can substitute (24) into (22), then we get: 

The momentum in relativistic case can be written in: 

P (t +d t) = (m +dm) γ (v +d v) (v +dv) +d𝑚𝑚𝑒𝑒γ (𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (17) 

The 𝛾𝛾 derived relative to v is: 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = 𝑑𝑑

𝑐𝑐2 𝛾𝛾3 (18) 

We can write 𝛾𝛾(v+dv) as: 

𝛾𝛾(v + dv) = 𝛾𝛾(𝑣𝑣) + 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 𝑑𝑑𝑣𝑣 (19) 

Then, we can get: 

𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑚𝑚𝛾𝛾𝑑𝑑𝑣𝑣 + 𝑚𝑚 𝑑𝑑2

𝑐𝑐2 𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (20) 

According to momentum conservation, which means P(t)=P (t + dt), we 

can cancel 𝑚𝑚𝛾𝛾𝑣𝑣 in both side: 

0 =  𝑚𝑚𝛾𝛾𝑑𝑑𝑣𝑣 + 𝑚𝑚 𝑑𝑑2

𝑐𝑐2 𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (21) 

And we know that 𝛾𝛾2𝛽𝛽2 = 𝛾𝛾2 − 1, so the equation will become: 

0 = 𝑚𝑚𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (22) 

The energy can be expressed as: 

𝐸𝐸(𝑡𝑡 + 𝑑𝑑𝑡𝑡) = (𝑚𝑚 + 𝑑𝑑𝑚𝑚)𝛾𝛾(𝑣𝑣 + 𝑑𝑑𝑣𝑣)𝑐𝑐2 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑐𝑐2 (23) 

Then, according to energy conservation, we can deduce that: 

0 = 𝑚𝑚 𝑑𝑑
𝑐𝑐2 𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚 𝛾𝛾 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)  (24) 

We can substitute (24) into (22), then we get: 

The momentum in relativistic case can be written in: 

P (t +d t) = (m +dm) γ (v +d v) (v +dv) +d𝑚𝑚𝑒𝑒γ (𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (17) 

The 𝛾𝛾 derived relative to v is: 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = 𝑑𝑑

𝑐𝑐2 𝛾𝛾3 (18) 

We can write 𝛾𝛾(v+dv) as: 

𝛾𝛾(v + dv) = 𝛾𝛾(𝑣𝑣) + 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 𝑑𝑑𝑣𝑣 (19) 

Then, we can get: 

𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑚𝑚𝛾𝛾𝑑𝑑𝑣𝑣 + 𝑚𝑚 𝑑𝑑2

𝑐𝑐2 𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (20) 

According to momentum conservation, which means P(t)=P (t + dt), we 

can cancel 𝑚𝑚𝛾𝛾𝑣𝑣 in both side: 

0 =  𝑚𝑚𝛾𝛾𝑑𝑑𝑣𝑣 + 𝑚𝑚 𝑑𝑑2

𝑐𝑐2 𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (21) 

And we know that 𝛾𝛾2𝛽𝛽2 = 𝛾𝛾2 − 1, so the equation will become: 

0 = 𝑚𝑚𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (22) 

The energy can be expressed as: 

𝐸𝐸(𝑡𝑡 + 𝑑𝑑𝑡𝑡) = (𝑚𝑚 + 𝑑𝑑𝑚𝑚)𝛾𝛾(𝑣𝑣 + 𝑑𝑑𝑣𝑣)𝑐𝑐2 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑐𝑐2 (23) 

Then, according to energy conservation, we can deduce that: 

0 = 𝑚𝑚 𝑑𝑑
𝑐𝑐2 𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚 𝛾𝛾 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)  (24) 

We can substitute (24) into (22), then we get: 

The momentum in relativistic case can be written in: 

P (t +d t) = (m +dm) γ (v +d v) (v +dv) +d𝑚𝑚𝑒𝑒γ (𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (17) 

The 𝛾𝛾 derived relative to v is: 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = 𝑑𝑑

𝑐𝑐2 𝛾𝛾3 (18) 

We can write 𝛾𝛾(v+dv) as: 

𝛾𝛾(v + dv) = 𝛾𝛾(𝑣𝑣) + 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 𝑑𝑑𝑣𝑣 (19) 

Then, we can get: 

𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑚𝑚𝛾𝛾𝑑𝑑𝑣𝑣 + 𝑚𝑚 𝑑𝑑2

𝑐𝑐2 𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (20) 

According to momentum conservation, which means P(t)=P (t + dt), we 

can cancel 𝑚𝑚𝛾𝛾𝑣𝑣 in both side: 

0 =  𝑚𝑚𝛾𝛾𝑑𝑑𝑣𝑣 + 𝑚𝑚 𝑑𝑑2

𝑐𝑐2 𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (21) 

And we know that 𝛾𝛾2𝛽𝛽2 = 𝛾𝛾2 − 1, so the equation will become: 

0 = 𝑚𝑚𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (22) 

The energy can be expressed as: 

𝐸𝐸(𝑡𝑡 + 𝑑𝑑𝑡𝑡) = (𝑚𝑚 + 𝑑𝑑𝑚𝑚)𝛾𝛾(𝑣𝑣 + 𝑑𝑑𝑣𝑣)𝑐𝑐2 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑐𝑐2 (23) 

Then, according to energy conservation, we can deduce that: 

0 = 𝑚𝑚 𝑑𝑑
𝑐𝑐2 𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚 𝛾𝛾 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)  (24) 

We can substitute (24) into (22), then we get: 

The momentum in relativistic case can be written in: 

P (t +d t) = (m +dm) γ (v +d v) (v +dv) +d𝑚𝑚𝑒𝑒γ (𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (17) 

The 𝛾𝛾 derived relative to v is: 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = 𝑑𝑑

𝑐𝑐2 𝛾𝛾3 (18) 

We can write 𝛾𝛾(v+dv) as: 

𝛾𝛾(v + dv) = 𝛾𝛾(𝑣𝑣) + 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 𝑑𝑑𝑣𝑣 (19) 

Then, we can get: 

𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑚𝑚𝛾𝛾𝑑𝑑𝑣𝑣 + 𝑚𝑚 𝑑𝑑2

𝑐𝑐2 𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (20) 

According to momentum conservation, which means P(t)=P (t + dt), we 

can cancel 𝑚𝑚𝛾𝛾𝑣𝑣 in both side: 

0 =  𝑚𝑚𝛾𝛾𝑑𝑑𝑣𝑣 + 𝑚𝑚 𝑑𝑑2

𝑐𝑐2 𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (21) 

And we know that 𝛾𝛾2𝛽𝛽2 = 𝛾𝛾2 − 1, so the equation will become: 

0 = 𝑚𝑚𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (22) 

The energy can be expressed as: 

𝐸𝐸(𝑡𝑡 + 𝑑𝑑𝑡𝑡) = (𝑚𝑚 + 𝑑𝑑𝑚𝑚)𝛾𝛾(𝑣𝑣 + 𝑑𝑑𝑣𝑣)𝑐𝑐2 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑐𝑐2 (23) 

Then, according to energy conservation, we can deduce that: 

0 = 𝑚𝑚 𝑑𝑑
𝑐𝑐2 𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚 𝛾𝛾 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)  (24) 

We can substitute (24) into (22), then we get: 

The momentum in relativistic case can be written in: 

P (t +d t) = (m +dm) γ (v +d v) (v +dv) +d𝑚𝑚𝑒𝑒γ (𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (17) 

The 𝛾𝛾 derived relative to v is: 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = 𝑑𝑑

𝑐𝑐2 𝛾𝛾3 (18) 

We can write 𝛾𝛾(v+dv) as: 

𝛾𝛾(v + dv) = 𝛾𝛾(𝑣𝑣) + 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 𝑑𝑑𝑣𝑣 (19) 

Then, we can get: 

𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑚𝑚𝛾𝛾𝑑𝑑𝑣𝑣 + 𝑚𝑚 𝑑𝑑2

𝑐𝑐2 𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (20) 

According to momentum conservation, which means P(t)=P (t + dt), we 

can cancel 𝑚𝑚𝛾𝛾𝑣𝑣 in both side: 

0 =  𝑚𝑚𝛾𝛾𝑑𝑑𝑣𝑣 + 𝑚𝑚 𝑑𝑑2

𝑐𝑐2 𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (21) 

And we know that 𝛾𝛾2𝛽𝛽2 = 𝛾𝛾2 − 1, so the equation will become: 

0 = 𝑚𝑚𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (22) 

The energy can be expressed as: 

𝐸𝐸(𝑡𝑡 + 𝑑𝑑𝑡𝑡) = (𝑚𝑚 + 𝑑𝑑𝑚𝑚)𝛾𝛾(𝑣𝑣 + 𝑑𝑑𝑣𝑣)𝑐𝑐2 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑐𝑐2 (23) 

Then, according to energy conservation, we can deduce that: 

0 = 𝑚𝑚 𝑑𝑑
𝑐𝑐2 𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚 𝛾𝛾 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)  (24) 

We can substitute (24) into (22), then we get: 0 = 𝑚𝑚𝛾𝛾2 (1 − 𝑣𝑣𝑣𝑣𝑒𝑒
𝑐𝑐2 ) 𝑑𝑑𝑑𝑑 + 𝑑𝑑𝑚𝑚(𝑑𝑑 − 𝑑𝑑𝑒𝑒) (25) 

And we know: 

𝑑𝑑′𝑒𝑒 = 𝑣𝑣𝑒𝑒−𝑣𝑣
1−𝑣𝑣𝑣𝑣𝑒𝑒

𝑐𝑐2
 (26) 

Then we can get a differential equation: 

𝑚𝑚 𝑑𝑑𝑣𝑣
𝑑𝑑𝑑𝑑 + 𝑑𝑑′

𝑒𝑒 (1 − 𝑣𝑣2

𝑐𝑐2) = 0 (27) 

We assume 𝑑𝑑′𝑒𝑒 is constant, and we move constants to the right: 

𝑑𝑑𝑣𝑣
1−𝛽𝛽2 = −𝑑𝑑′

𝑒𝑒
𝑑𝑑𝑑𝑑
𝑑𝑑   (28) 

Then we divided by c for both side: 

𝑑𝑑𝑑𝑑
1 − 𝑑𝑑2 = − 𝑑𝑑′

𝑒𝑒
𝑐𝑐

𝑑𝑑𝑚𝑚
𝑚𝑚   (29) 

Now we can integrate it and get: 

1
2 𝑙𝑙𝑙𝑙𝑙𝑙 1 + 𝑑𝑑

1 − 𝑑𝑑 = − 𝑑𝑑′
𝑒𝑒

𝑐𝑐 log 𝑚𝑚 + 𝐶𝐶 (30) 

We can let m = 𝑚𝑚0, 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑 = 0 𝑤𝑤ℎ𝑖𝑖𝑐𝑐ℎ 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑖𝑖𝑎𝑎𝑖𝑖𝑡𝑡𝑖𝑖𝑎𝑎𝑙𝑙 𝑐𝑐𝑙𝑙𝑎𝑎𝑑𝑑𝑖𝑖𝑡𝑡𝑖𝑖𝑙𝑙𝑎𝑎 𝑡𝑡𝑙𝑙 𝑙𝑙𝑒𝑒𝑡𝑡 𝐶𝐶. 

𝐶𝐶 = 𝑑𝑑′𝑒𝑒
𝑐𝑐 log 𝑚𝑚0  (31) 

Finally, we can express velocity as:  

𝑑𝑑 =  
1 − ( 𝑚𝑚

𝑚𝑚0
)

2𝑣𝑣′𝑒𝑒
𝑐𝑐

1 + ( 𝑚𝑚
𝑚𝑚0

)
2𝑣𝑣′𝑒𝑒

𝑐𝑐
 (32) 

Finally, we get the velocity change: 

𝑣𝑣𝑓𝑓 − 𝑣𝑣𝑖𝑖 = 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟 𝑙𝑙𝑙𝑙 𝑀𝑀𝑖𝑖
𝑀𝑀𝑓𝑓

 (9) 

From this equation, we can derive mass: 

𝑀𝑀𝑖𝑖 = 𝑀𝑀𝑓𝑓𝑒𝑒∆𝑣𝑣 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟⁄  (10) 

 

B. special relativity formulas 
 

relative mass will increase as speed increase: 

𝑚𝑚 = 𝑚𝑚0

√1−𝑣𝑣2
𝑐𝑐2

  (11) 

The velocity can be expressed as: 

𝑢𝑢′𝑥𝑥 = 𝑢𝑢𝑥𝑥−𝑣𝑣
1−𝑢𝑢𝑥𝑥𝑣𝑣

𝑐𝑐2
  (12) 

𝑢𝑢𝑥𝑥 = 𝑢𝑢′𝑥𝑥+𝑣𝑣
1+𝑢𝑢′𝑥𝑥𝑣𝑣

𝑐𝑐2
  (13) 

Momentum and energy can be expressed as: 

𝑝𝑝 = 𝑚𝑚𝑚𝑚(𝑢𝑢)𝑢𝑢 (14) 

𝐸𝐸 = 𝑚𝑚𝑚𝑚𝑐𝑐2 (15) 

𝑇𝑇 = 𝑚𝑚𝑚𝑚𝑐𝑐2 − 𝑚𝑚𝑐𝑐2(16) 

 

C. relativistic rocket motion 
 

Finally, we get the velocity change: 

𝑣𝑣𝑓𝑓 − 𝑣𝑣𝑖𝑖 = 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟 𝑙𝑙𝑙𝑙 𝑀𝑀𝑖𝑖
𝑀𝑀𝑓𝑓

 (9) 

From this equation, we can derive mass: 

𝑀𝑀𝑖𝑖 = 𝑀𝑀𝑓𝑓𝑒𝑒∆𝑣𝑣 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟⁄  (10) 

 

B. special relativity formulas 
 

relative mass will increase as speed increase: 

𝑚𝑚 = 𝑚𝑚0

√1−𝑣𝑣2
𝑐𝑐2

  (11) 

The velocity can be expressed as: 

𝑢𝑢′𝑥𝑥 = 𝑢𝑢𝑥𝑥−𝑣𝑣
1−𝑢𝑢𝑥𝑥𝑣𝑣

𝑐𝑐2
  (12) 

𝑢𝑢𝑥𝑥 = 𝑢𝑢′𝑥𝑥+𝑣𝑣
1+𝑢𝑢′𝑥𝑥𝑣𝑣

𝑐𝑐2
  (13) 

Momentum and energy can be expressed as: 

𝑝𝑝 = 𝑚𝑚𝑚𝑚(𝑢𝑢)𝑢𝑢 (14) 

𝐸𝐸 = 𝑚𝑚𝑚𝑚𝑐𝑐2 (15) 

𝑇𝑇 = 𝑚𝑚𝑚𝑚𝑐𝑐2 − 𝑚𝑚𝑐𝑐2(16) 

 

C. relativistic rocket motion 
 

Finally, we get the velocity change: 

𝑣𝑣𝑓𝑓 − 𝑣𝑣𝑖𝑖 = 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟 𝑙𝑙𝑙𝑙 𝑀𝑀𝑖𝑖
𝑀𝑀𝑓𝑓

 (9) 

From this equation, we can derive mass: 

𝑀𝑀𝑖𝑖 = 𝑀𝑀𝑓𝑓𝑒𝑒∆𝑣𝑣 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟⁄  (10) 

 

B. special relativity formulas 
 

relative mass will increase as speed increase: 

𝑚𝑚 = 𝑚𝑚0

√1−𝑣𝑣2
𝑐𝑐2

  (11) 

The velocity can be expressed as: 

𝑢𝑢′𝑥𝑥 = 𝑢𝑢𝑥𝑥−𝑣𝑣
1−𝑢𝑢𝑥𝑥𝑣𝑣

𝑐𝑐2
  (12) 

𝑢𝑢𝑥𝑥 = 𝑢𝑢′𝑥𝑥+𝑣𝑣
1+𝑢𝑢′𝑥𝑥𝑣𝑣

𝑐𝑐2
  (13) 

Momentum and energy can be expressed as: 

𝑝𝑝 = 𝑚𝑚𝑚𝑚(𝑢𝑢)𝑢𝑢 (14) 

𝐸𝐸 = 𝑚𝑚𝑚𝑚𝑐𝑐2 (15) 

𝑇𝑇 = 𝑚𝑚𝑚𝑚𝑐𝑐2 − 𝑚𝑚𝑐𝑐2(16) 

 

C. relativistic rocket motion 
 

Finally, we get the velocity change: 

𝑣𝑣𝑓𝑓 − 𝑣𝑣𝑖𝑖 = 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟 𝑙𝑙𝑙𝑙 𝑀𝑀𝑖𝑖
𝑀𝑀𝑓𝑓

 (9) 

From this equation, we can derive mass: 

𝑀𝑀𝑖𝑖 = 𝑀𝑀𝑓𝑓𝑒𝑒∆𝑣𝑣 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟⁄  (10) 

 

B. special relativity formulas 
 

relative mass will increase as speed increase: 

𝑚𝑚 = 𝑚𝑚0

√1−𝑣𝑣2
𝑐𝑐2

  (11) 

The velocity can be expressed as: 

𝑢𝑢′𝑥𝑥 = 𝑢𝑢𝑥𝑥−𝑣𝑣
1−𝑢𝑢𝑥𝑥𝑣𝑣

𝑐𝑐2
  (12) 

𝑢𝑢𝑥𝑥 = 𝑢𝑢′𝑥𝑥+𝑣𝑣
1+𝑢𝑢′𝑥𝑥𝑣𝑣

𝑐𝑐2
  (13) 

Momentum and energy can be expressed as: 

𝑝𝑝 = 𝑚𝑚𝑚𝑚(𝑢𝑢)𝑢𝑢 (14) 

𝐸𝐸 = 𝑚𝑚𝑚𝑚𝑐𝑐2 (15) 

𝑇𝑇 = 𝑚𝑚𝑚𝑚𝑐𝑐2 − 𝑚𝑚𝑐𝑐2(16) 

 

C. relativistic rocket motion 
 

0 = 𝑚𝑚𝛾𝛾2 (1 − 𝑣𝑣𝑣𝑣𝑒𝑒
𝑐𝑐2 ) 𝑑𝑑𝑑𝑑 + 𝑑𝑑𝑚𝑚(𝑑𝑑 − 𝑑𝑑𝑒𝑒) (25) 

And we know: 

𝑑𝑑′𝑒𝑒 = 𝑣𝑣𝑒𝑒−𝑣𝑣
1−𝑣𝑣𝑣𝑣𝑒𝑒

𝑐𝑐2
 (26) 

Then we can get a differential equation: 

𝑚𝑚 𝑑𝑑𝑣𝑣
𝑑𝑑𝑑𝑑 + 𝑑𝑑′

𝑒𝑒 (1 − 𝑣𝑣2

𝑐𝑐2) = 0 (27) 

We assume 𝑑𝑑′𝑒𝑒 is constant, and we move constants to the right: 

𝑑𝑑𝑣𝑣
1−𝛽𝛽2 = −𝑑𝑑′

𝑒𝑒
𝑑𝑑𝑑𝑑
𝑑𝑑   (28) 

Then we divided by c for both side: 

𝑑𝑑𝑑𝑑
1 − 𝑑𝑑2 = − 𝑑𝑑′

𝑒𝑒
𝑐𝑐

𝑑𝑑𝑚𝑚
𝑚𝑚   (29) 

Now we can integrate it and get: 

1
2 𝑙𝑙𝑙𝑙𝑙𝑙 1 + 𝑑𝑑

1 − 𝑑𝑑 = − 𝑑𝑑′
𝑒𝑒

𝑐𝑐 log 𝑚𝑚 + 𝐶𝐶 (30) 

We can let m = 𝑚𝑚0, 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑 = 0 𝑤𝑤ℎ𝑖𝑖𝑐𝑐ℎ 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑖𝑖𝑎𝑎𝑖𝑖𝑡𝑡𝑖𝑖𝑎𝑎𝑙𝑙 𝑐𝑐𝑙𝑙𝑎𝑎𝑑𝑑𝑖𝑖𝑡𝑡𝑖𝑖𝑙𝑙𝑎𝑎 𝑡𝑡𝑙𝑙 𝑙𝑙𝑒𝑒𝑡𝑡 𝐶𝐶. 

𝐶𝐶 = 𝑑𝑑′𝑒𝑒
𝑐𝑐 log 𝑚𝑚0  (31) 

Finally, we can express velocity as:  

𝑑𝑑 =  
1 − ( 𝑚𝑚

𝑚𝑚0
)

2𝑣𝑣′𝑒𝑒
𝑐𝑐

1 + ( 𝑚𝑚
𝑚𝑚0

)
2𝑣𝑣′𝑒𝑒

𝑐𝑐
 (32) 

0 = 𝑚𝑚𝛾𝛾2 (1 − 𝑣𝑣𝑣𝑣𝑒𝑒
𝑐𝑐2 ) 𝑑𝑑𝑑𝑑 + 𝑑𝑑𝑚𝑚(𝑑𝑑 − 𝑑𝑑𝑒𝑒) (25) 

And we know: 

𝑑𝑑′𝑒𝑒 = 𝑣𝑣𝑒𝑒−𝑣𝑣
1−𝑣𝑣𝑣𝑣𝑒𝑒

𝑐𝑐2
 (26) 

Then we can get a differential equation: 

𝑚𝑚 𝑑𝑑𝑣𝑣
𝑑𝑑𝑑𝑑 + 𝑑𝑑′

𝑒𝑒 (1 − 𝑣𝑣2

𝑐𝑐2) = 0 (27) 

We assume 𝑑𝑑′𝑒𝑒 is constant, and we move constants to the right: 

𝑑𝑑𝑣𝑣
1−𝛽𝛽2 = −𝑑𝑑′

𝑒𝑒
𝑑𝑑𝑑𝑑
𝑑𝑑   (28) 

Then we divided by c for both side: 

𝑑𝑑𝑑𝑑
1 − 𝑑𝑑2 = − 𝑑𝑑′

𝑒𝑒
𝑐𝑐

𝑑𝑑𝑚𝑚
𝑚𝑚   (29) 

Now we can integrate it and get: 

1
2 𝑙𝑙𝑙𝑙𝑙𝑙 1 + 𝑑𝑑

1 − 𝑑𝑑 = − 𝑑𝑑′
𝑒𝑒

𝑐𝑐 log 𝑚𝑚 + 𝐶𝐶 (30) 

We can let m = 𝑚𝑚0, 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑 = 0 𝑤𝑤ℎ𝑖𝑖𝑐𝑐ℎ 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑖𝑖𝑎𝑎𝑖𝑖𝑡𝑡𝑖𝑖𝑎𝑎𝑙𝑙 𝑐𝑐𝑙𝑙𝑎𝑎𝑑𝑑𝑖𝑖𝑡𝑡𝑖𝑖𝑙𝑙𝑎𝑎 𝑡𝑡𝑙𝑙 𝑙𝑙𝑒𝑒𝑡𝑡 𝐶𝐶. 

𝐶𝐶 = 𝑑𝑑′𝑒𝑒
𝑐𝑐 log 𝑚𝑚0  (31) 

Finally, we can express velocity as:  

𝑑𝑑 =  
1 − ( 𝑚𝑚

𝑚𝑚0
)

2𝑣𝑣′𝑒𝑒
𝑐𝑐

1 + ( 𝑚𝑚
𝑚𝑚0

)
2𝑣𝑣′𝑒𝑒

𝑐𝑐
 (32) 

0 = 𝑚𝑚𝛾𝛾2 (1 − 𝑣𝑣𝑣𝑣𝑒𝑒
𝑐𝑐2 ) 𝑑𝑑𝑑𝑑 + 𝑑𝑑𝑚𝑚(𝑑𝑑 − 𝑑𝑑𝑒𝑒) (25) 

And we know: 

𝑑𝑑′𝑒𝑒 = 𝑣𝑣𝑒𝑒−𝑣𝑣
1−𝑣𝑣𝑣𝑣𝑒𝑒

𝑐𝑐2
 (26) 

Then we can get a differential equation: 

𝑚𝑚 𝑑𝑑𝑣𝑣
𝑑𝑑𝑑𝑑 + 𝑑𝑑′

𝑒𝑒 (1 − 𝑣𝑣2

𝑐𝑐2) = 0 (27) 

We assume 𝑑𝑑′𝑒𝑒 is constant, and we move constants to the right: 

𝑑𝑑𝑣𝑣
1−𝛽𝛽2 = −𝑑𝑑′

𝑒𝑒
𝑑𝑑𝑑𝑑
𝑑𝑑   (28) 

Then we divided by c for both side: 

𝑑𝑑𝑑𝑑
1 − 𝑑𝑑2 = − 𝑑𝑑′

𝑒𝑒
𝑐𝑐

𝑑𝑑𝑚𝑚
𝑚𝑚   (29) 

Now we can integrate it and get: 

1
2 𝑙𝑙𝑙𝑙𝑙𝑙 1 + 𝑑𝑑

1 − 𝑑𝑑 = − 𝑑𝑑′
𝑒𝑒

𝑐𝑐 log 𝑚𝑚 + 𝐶𝐶 (30) 

We can let m = 𝑚𝑚0, 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑 = 0 𝑤𝑤ℎ𝑖𝑖𝑐𝑐ℎ 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑖𝑖𝑎𝑎𝑖𝑖𝑡𝑡𝑖𝑖𝑎𝑎𝑙𝑙 𝑐𝑐𝑙𝑙𝑎𝑎𝑑𝑑𝑖𝑖𝑡𝑡𝑖𝑖𝑙𝑙𝑎𝑎 𝑡𝑡𝑙𝑙 𝑙𝑙𝑒𝑒𝑡𝑡 𝐶𝐶. 

𝐶𝐶 = 𝑑𝑑′𝑒𝑒
𝑐𝑐 log 𝑚𝑚0  (31) 

Finally, we can express velocity as:  

𝑑𝑑 =  
1 − ( 𝑚𝑚

𝑚𝑚0
)

2𝑣𝑣′𝑒𝑒
𝑐𝑐

1 + ( 𝑚𝑚
𝑚𝑚0

)
2𝑣𝑣′𝑒𝑒

𝑐𝑐
 (32) 

We can rewrite it as 

𝑀𝑀𝑀𝑀 = −𝑑𝑑𝑀𝑀 𝑈𝑈 + (𝑀𝑀 + 𝑑𝑑𝑀𝑀)(𝑀𝑀 + 𝑑𝑑𝑀𝑀)  (2) 

Then, let us say that the relative speed between rocket and exhausted 

products is 𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟, and the speed between exhaust products and the rest 

frame is U. We can get this formula: 

(𝑀𝑀 + 𝑑𝑑𝑀𝑀) = 𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟 + 𝑈𝑈  (3) 

𝑈𝑈 = 𝑀𝑀 + 𝑑𝑑𝑀𝑀 − 𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟  (4) 

Then, substitute U into (2): 

−𝑑𝑑𝑀𝑀𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑀𝑀 𝑑𝑑𝑀𝑀  (5) 

And divide dt for both side: 

− 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑀𝑀 𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑  (6) 

This equation showed the thrust force is proportional to the mass 

consumption rate and rocket speed relative to exhaust products.  

 

According to the equation above, the velocity can be derived. 

𝑑𝑑𝑀𝑀 = −𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟
𝑑𝑑𝑑𝑑
𝑑𝑑   (7) 

Then we can integrate it. 

∫ 𝑑𝑑𝑀𝑀 = −𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟 ∫ 𝑑𝑑𝑑𝑑
𝑑𝑑

𝑑𝑑𝑓𝑓
𝑑𝑑𝑖𝑖

𝑑𝑑𝑓𝑓
𝑑𝑑𝑖𝑖

  (8) 

The momentum in relativistic case can be written in: 

P (t +d t) = (m +dm) γ (v +d v) (v +dv) +d𝑚𝑚𝑒𝑒γ (𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (17) 

The 𝛾𝛾 derived relative to v is: 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = 𝑑𝑑

𝑐𝑐2 𝛾𝛾3 (18) 

We can write 𝛾𝛾(v+dv) as: 

𝛾𝛾(v + dv) = 𝛾𝛾(𝑣𝑣) + 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 𝑑𝑑𝑣𝑣 (19) 

Then, we can get: 

𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑚𝑚𝛾𝛾𝑑𝑑𝑣𝑣 + 𝑚𝑚 𝑑𝑑2

𝑐𝑐2 𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (20) 

According to momentum conservation, which means P(t)=P (t + dt), we 

can cancel 𝑚𝑚𝛾𝛾𝑣𝑣 in both side: 

0 =  𝑚𝑚𝛾𝛾𝑑𝑑𝑣𝑣 + 𝑚𝑚 𝑑𝑑2

𝑐𝑐2 𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (21) 

And we know that 𝛾𝛾2𝛽𝛽2 = 𝛾𝛾2 − 1, so the equation will become: 

0 = 𝑚𝑚𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚𝛾𝛾𝑣𝑣 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑣𝑣𝑒𝑒 (22) 

The energy can be expressed as: 

𝐸𝐸(𝑡𝑡 + 𝑑𝑑𝑡𝑡) = (𝑚𝑚 + 𝑑𝑑𝑚𝑚)𝛾𝛾(𝑣𝑣 + 𝑑𝑑𝑣𝑣)𝑐𝑐2 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)𝑐𝑐2 (23) 

Then, according to energy conservation, we can deduce that: 

0 = 𝑚𝑚 𝑑𝑑
𝑐𝑐2 𝛾𝛾3𝑑𝑑𝑣𝑣 + 𝑑𝑑𝑚𝑚 𝛾𝛾 + 𝑑𝑑𝑚𝑚𝑒𝑒𝛾𝛾(𝑣𝑣𝑒𝑒)  (24) 

We can substitute (24) into (22), then we get: 
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Then we divided by c for both side:

Now we can integrate it and get:

We can let m = m0, and F = 0 wℎicℎ is tℎe initial condition to get C .

Finally, we can express velocity as:

Where F=

Compare to (9), we can clearly see the velocity difference between classical rocket and relativistic rocket.

Moreover, according to Lorentz transformation and time dilation, we can get the relationship below:

3. Discussion
The special relativity declares the maximum information transmit speed   is light speed. “As an object approaches the 

speed of light, more and more energy are needed to maintain its acceleration, with the result that to reach the speed 

of light, an in�nite amount of energy would be required.” [2]This is the main difference between classical equations 

and relativistic equations, in classical formula, the speed theoretically has no limit, but from relativistic rocket equations 

we found that F is de�nitely less than 1, which follows the special relativity rule above. Einstein theory make the rocket 

motion completer and more precise, although our rocket does   not need these equations now, these equations pave 

our path to the future.

4. Future aspect
The current technology still has a large gap to reach a speed that have significant relativistic effects. There are 

challenges that block us, but there are possible methods that may solve the problem.

For instance, the energy ef�ciency for current propellant is relatively low. Then, if we want to rise the speed, the rocket 

will be extremely heavy. We cannot reach 0.01c right now, as I mentioned before, the mass at least needs to be above 

0.3 c to have an obvious relativistic effect. So,  how can we increase the propellant ef�ciency? There are two possible      

solutions. The �rst one is nuclear fusion. The speci�c impulse of nuclear fusion engine can reach 1000---30000, which 

is far more ef�cient than current engine. On the other hand, because its large amount of energy, it   is dangerous to 

put them into application. We have to make nuclear fusion controllable, and this may achieve in decades. Another 

way is anti-matter annihilation rockets. It is about 50 times stronger than nuclear fusion, which can 100% convert mass 

to energy. Other antimatter rockets in addition to the photon rocket that can provide a 0.6c speci�c impulse (studied 

0 = 𝑚𝑚𝛾𝛾2 (1 − 𝑣𝑣𝑣𝑣𝑒𝑒
𝑐𝑐2 ) 𝑑𝑑𝑑𝑑 + 𝑑𝑑𝑚𝑚(𝑑𝑑 − 𝑑𝑑𝑒𝑒) (25) 

And we know: 

𝑑𝑑′𝑒𝑒 = 𝑣𝑣𝑒𝑒−𝑣𝑣
1−𝑣𝑣𝑣𝑣𝑒𝑒

𝑐𝑐2
 (26) 

Then we can get a differential equation: 

𝑚𝑚 𝑑𝑑𝑣𝑣
𝑑𝑑𝑑𝑑 + 𝑑𝑑′

𝑒𝑒 (1 − 𝑣𝑣2

𝑐𝑐2) = 0 (27) 

We assume 𝑑𝑑′𝑒𝑒 is constant, and we move constants to the right: 

𝑑𝑑𝑣𝑣
1−𝛽𝛽2 = −𝑑𝑑′

𝑒𝑒
𝑑𝑑𝑑𝑑
𝑑𝑑   (28) 

Then we divided by c for both side: 

𝑑𝑑𝑑𝑑
1 − 𝑑𝑑2 = − 𝑑𝑑′

𝑒𝑒
𝑐𝑐

𝑑𝑑𝑚𝑚
𝑚𝑚   (29) 

Now we can integrate it and get: 

1
2 𝑙𝑙𝑙𝑙𝑙𝑙 1 + 𝑑𝑑

1 − 𝑑𝑑 = − 𝑑𝑑′
𝑒𝑒

𝑐𝑐 log 𝑚𝑚 + 𝐶𝐶 (30) 

We can let m = 𝑚𝑚0, 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑 = 0 𝑤𝑤ℎ𝑖𝑖𝑐𝑐ℎ 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑖𝑖𝑎𝑎𝑖𝑖𝑡𝑡𝑖𝑖𝑎𝑎𝑙𝑙 𝑐𝑐𝑙𝑙𝑎𝑎𝑑𝑑𝑖𝑖𝑡𝑡𝑖𝑖𝑙𝑙𝑎𝑎 𝑡𝑡𝑙𝑙 𝑙𝑙𝑒𝑒𝑡𝑡 𝐶𝐶. 

𝐶𝐶 = 𝑑𝑑′𝑒𝑒
𝑐𝑐 log 𝑚𝑚0  (31) 

Finally, we can express velocity as:  

𝑑𝑑 =  
1 − ( 𝑚𝑚

𝑚𝑚0
)

2𝑣𝑣′𝑒𝑒
𝑐𝑐

1 + ( 𝑚𝑚
𝑚𝑚0

)
2𝑣𝑣′𝑒𝑒

𝑐𝑐
 (32) 

0 = 𝑚𝑚𝛾𝛾2 (1 − 𝑣𝑣𝑣𝑣𝑒𝑒
𝑐𝑐2 ) 𝑑𝑑𝑑𝑑 + 𝑑𝑑𝑚𝑚(𝑑𝑑 − 𝑑𝑑𝑒𝑒) (25) 

And we know: 

𝑑𝑑′𝑒𝑒 = 𝑣𝑣𝑒𝑒−𝑣𝑣
1−𝑣𝑣𝑣𝑣𝑒𝑒

𝑐𝑐2
 (26) 

Then we can get a differential equation: 

𝑚𝑚 𝑑𝑑𝑣𝑣
𝑑𝑑𝑑𝑑 + 𝑑𝑑′

𝑒𝑒 (1 − 𝑣𝑣2

𝑐𝑐2) = 0 (27) 

We assume 𝑑𝑑′𝑒𝑒 is constant, and we move constants to the right: 

𝑑𝑑𝑣𝑣
1−𝛽𝛽2 = −𝑑𝑑′

𝑒𝑒
𝑑𝑑𝑑𝑑
𝑑𝑑   (28) 

Then we divided by c for both side: 

𝑑𝑑𝑑𝑑
1 − 𝑑𝑑2 = − 𝑑𝑑′

𝑒𝑒
𝑐𝑐

𝑑𝑑𝑚𝑚
𝑚𝑚   (29) 

Now we can integrate it and get: 

1
2 𝑙𝑙𝑙𝑙𝑙𝑙 1 + 𝑑𝑑

1 − 𝑑𝑑 = − 𝑑𝑑′
𝑒𝑒

𝑐𝑐 log 𝑚𝑚 + 𝐶𝐶 (30) 

We can let m = 𝑚𝑚0, 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑 = 0 𝑤𝑤ℎ𝑖𝑖𝑐𝑐ℎ 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑖𝑖𝑎𝑎𝑖𝑖𝑡𝑡𝑖𝑖𝑎𝑎𝑙𝑙 𝑐𝑐𝑙𝑙𝑎𝑎𝑑𝑑𝑖𝑖𝑡𝑡𝑖𝑖𝑙𝑙𝑎𝑎 𝑡𝑡𝑙𝑙 𝑙𝑙𝑒𝑒𝑡𝑡 𝐶𝐶. 

𝐶𝐶 = 𝑑𝑑′𝑒𝑒
𝑐𝑐 log 𝑚𝑚0  (31) 

Finally, we can express velocity as:  

𝑑𝑑 =  
1 − ( 𝑚𝑚

𝑚𝑚0
)

2𝑣𝑣′𝑒𝑒
𝑐𝑐

1 + ( 𝑚𝑚
𝑚𝑚0

)
2𝑣𝑣′𝑒𝑒

𝑐𝑐
 (32) 

0 = 𝑚𝑚𝛾𝛾2 (1 − 𝑣𝑣𝑣𝑣𝑒𝑒
𝑐𝑐2 ) 𝑑𝑑𝑑𝑑 + 𝑑𝑑𝑚𝑚(𝑑𝑑 − 𝑑𝑑𝑒𝑒) (25) 

And we know: 

𝑑𝑑′𝑒𝑒 = 𝑣𝑣𝑒𝑒−𝑣𝑣
1−𝑣𝑣𝑣𝑣𝑒𝑒

𝑐𝑐2
 (26) 

Then we can get a differential equation: 

𝑚𝑚 𝑑𝑑𝑣𝑣
𝑑𝑑𝑑𝑑 + 𝑑𝑑′

𝑒𝑒 (1 − 𝑣𝑣2

𝑐𝑐2) = 0 (27) 

We assume 𝑑𝑑′𝑒𝑒 is constant, and we move constants to the right: 

𝑑𝑑𝑣𝑣
1−𝛽𝛽2 = −𝑑𝑑′

𝑒𝑒
𝑑𝑑𝑑𝑑
𝑑𝑑   (28) 

Then we divided by c for both side: 

𝑑𝑑𝑑𝑑
1 − 𝑑𝑑2 = − 𝑑𝑑′

𝑒𝑒
𝑐𝑐

𝑑𝑑𝑚𝑚
𝑚𝑚   (29) 

Now we can integrate it and get: 

1
2 𝑙𝑙𝑙𝑙𝑙𝑙 1 + 𝑑𝑑

1 − 𝑑𝑑 = − 𝑑𝑑′
𝑒𝑒

𝑐𝑐 log 𝑚𝑚 + 𝐶𝐶 (30) 

We can let m = 𝑚𝑚0, 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑 = 0 𝑤𝑤ℎ𝑖𝑖𝑐𝑐ℎ 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑖𝑖𝑎𝑎𝑖𝑖𝑡𝑡𝑖𝑖𝑎𝑎𝑙𝑙 𝑐𝑐𝑙𝑙𝑎𝑎𝑑𝑑𝑖𝑖𝑡𝑡𝑖𝑖𝑙𝑙𝑎𝑎 𝑡𝑡𝑙𝑙 𝑙𝑙𝑒𝑒𝑡𝑡 𝐶𝐶. 

𝐶𝐶 = 𝑑𝑑′𝑒𝑒
𝑐𝑐 log 𝑚𝑚0  (31) 

Finally, we can express velocity as:  

𝑑𝑑 =  
1 − ( 𝑚𝑚

𝑚𝑚0
)

2𝑣𝑣′𝑒𝑒
𝑐𝑐

1 + ( 𝑚𝑚
𝑚𝑚0

)
2𝑣𝑣′𝑒𝑒

𝑐𝑐
 (32) 

0 = 𝑚𝑚𝛾𝛾2 (1 − 𝑣𝑣𝑣𝑣𝑒𝑒
𝑐𝑐2 ) 𝑑𝑑𝑑𝑑 + 𝑑𝑑𝑚𝑚(𝑑𝑑 − 𝑑𝑑𝑒𝑒) (25) 

And we know: 

𝑑𝑑′𝑒𝑒 = 𝑣𝑣𝑒𝑒−𝑣𝑣
1−𝑣𝑣𝑣𝑣𝑒𝑒

𝑐𝑐2
 (26) 

Then we can get a differential equation: 

𝑚𝑚 𝑑𝑑𝑣𝑣
𝑑𝑑𝑑𝑑 + 𝑑𝑑′

𝑒𝑒 (1 − 𝑣𝑣2

𝑐𝑐2) = 0 (27) 

We assume 𝑑𝑑′𝑒𝑒 is constant, and we move constants to the right: 

𝑑𝑑𝑣𝑣
1−𝛽𝛽2 = −𝑑𝑑′

𝑒𝑒
𝑑𝑑𝑑𝑑
𝑑𝑑   (28) 

Then we divided by c for both side: 

𝑑𝑑𝑑𝑑
1 − 𝑑𝑑2 = − 𝑑𝑑′

𝑒𝑒
𝑐𝑐

𝑑𝑑𝑚𝑚
𝑚𝑚   (29) 

Now we can integrate it and get: 

1
2 𝑙𝑙𝑙𝑙𝑙𝑙 1 + 𝑑𝑑

1 − 𝑑𝑑 = − 𝑑𝑑′
𝑒𝑒

𝑐𝑐 log 𝑚𝑚 + 𝐶𝐶 (30) 

We can let m = 𝑚𝑚0, 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑 = 0 𝑤𝑤ℎ𝑖𝑖𝑐𝑐ℎ 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑖𝑖𝑎𝑎𝑖𝑖𝑡𝑡𝑖𝑖𝑎𝑎𝑙𝑙 𝑐𝑐𝑙𝑙𝑎𝑎𝑑𝑑𝑖𝑖𝑡𝑡𝑖𝑖𝑙𝑙𝑎𝑎 𝑡𝑡𝑙𝑙 𝑙𝑙𝑒𝑒𝑡𝑡 𝐶𝐶. 

𝐶𝐶 = 𝑑𝑑′𝑒𝑒
𝑐𝑐 log 𝑚𝑚0  (31) 

Finally, we can express velocity as:  

𝑑𝑑 =  
1 − ( 𝑚𝑚

𝑚𝑚0
)

2𝑣𝑣′𝑒𝑒
𝑐𝑐

1 + ( 𝑚𝑚
𝑚𝑚0

)
2𝑣𝑣′𝑒𝑒

𝑐𝑐
 (32) 

Where 𝛽𝛽 = 𝑣𝑣
𝑐𝑐  

Compare to (9), we can clearly see the velocity difference between 

classical rocket and relativistic rocket. 

Moreover, according to Lorentz transformation and time dilation, we can 

get the relationship below:  

−𝑑𝑑𝑚𝑚
′

𝑑𝑑𝑡𝑡′  𝑡𝑡
′ = −𝑑𝑑𝑚𝑚𝑑𝑑𝑡𝑡  𝑡𝑡 (33) 

𝑡𝑡′ = 𝛾𝛾 (𝑡𝑡 − 𝑣𝑣
𝑐𝑐2 𝑟𝑟) (34) 

−𝑑𝑑𝑚𝑚
′

𝑑𝑑𝑡𝑡′
(

 𝑡𝑡

√1 − 𝑣𝑣
2

𝑐𝑐2
− 𝑣𝑣

𝑐𝑐2√1 − 𝑣𝑣
2

𝑐𝑐2
𝑟𝑟

)

 = −𝑑𝑑𝑚𝑚𝑑𝑑𝑡𝑡  𝑡𝑡 (35) 

 

III. Discussion 

The special relativity declares the maximum information transmit speed 

is light speed. “As an object approaches the speed of light, more and 

more energy are needed to maintain its acceleration, with the result that to 

reach the speed of light, an infinite amount of energy would be required.” 

[2]This is the main difference between classical equations and relativistic 

equations, in classical formula, the speed theoretically has no limit, but 

from relativistic rocket equations we found that 𝛽𝛽 is definitely less than 

1, which follows the special relativity rule above. Einstein theory make 
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for basic hydrogen-antihydrogen annihilation, no ionization, no recycling of the radiation. However, now we cannot 

make a large quantity of antimatter, it is expensive and require speci�c condition. As a consequence, it probably takes 

longer time to be widely used than nuclear fusion.

The material is also a challenge if a rocket wants to reach a high speed. The high speed will cause heat effect because 

of high kinetic energy. Our material cannot take this heat. This means we have to synthesis some new substance 

arti�cially or to discover some new material in the future which is unpredictable. Now equipment like LHC are devoting 

to do this.

5. Conclusion
The rocket motion in relativistic case is different from classical one for velocity, momentum, energy. The special 

relativity makes the equations for rocket motion more complete, but if we want relativistic rocket exist in real life, there 

are problems that we need to overcome.

6. Reference
1.  Relativistic rocket - Wikipediaa

2.  https://math.ucr.edu/home/baez/physics/Relativity/SR/Rocket/rocket.html
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RUINAN SU (Nebula)

Abstract
This research aims to describe the visual appearance of black holes and explain the physical principle behind it. The 

evidence used to support the research is collected from secondary methods due to the theoretical nature of the 

topic being investigated. The topic was explained by �rst analyzing the structure of a black hole with accretion disk, 

then combining with the bending of light rays and relativistic beaming effect to provide the description of the visual 

appearance of it.

1. Introduction
A black hole is one of the most mysterious object in the universe. Time and space are distorted to the extreme inside 

the event horizon, and the gravitational pull there is so great that nothing, not even light, can escape. It is hard to 

imagine that this black, deadly celestial body is the ultimate fate of a star. The stars like sun release energy by the 

hydrogen-helium nuclear fusion during about 90% of their lifetime. Stars in this stage are called main sequence stars. 

As long as the hydrogen in the star is exhausted, the main sequence stage will end and the star will start contracting 

because of the gravity. Then the gravitational energy will convert into heat energy and temperature will rise. Along with 

the increasing of temperature, a new round of nuclear fusion will start and this time the fuel is helium. When most of 

the helium is converted into carbon and oxygen, the stars with mass over 25M ⊙  (M ⊙  means solar mass) will repeat 

this circle, and keep releasing energy through nuclear fusion with new elements with increasing nuclear mass until iron 

is generated. Iron is the element with the most binding energy which means no more energy can be released during 

nuclear fusion, thus, the nuclear fusion will stop and then there is no radiation pressure against gravity. As a result, the 

massive star will compact and experience supernova explosion, ultimately becoming a black hole which nothing can 

escape from, not even light.

Since black hole itself is invisible, people cannot investigate black holes by detecting the light emitted from it like the 

other stars. Therefore, people can only observe black holes through the space around them. Nowadays, even though 

there are multiple ways to find black holes, most of the black holes detected are still rely on the X-ray detection 

method. This method is based on the detection of the X-ray from the accretion disk around the black hole. Stephen 
E. Schneider and Thomas T. Arny suggested that when a black hole and its companion  star is  close enough that the 

gas  from the companion star may be drawn toward the black hole by its gravity, the falling matter swirls around the 

black hole and forms an accretion disk. The disk orbits at nearly the speed of light when it closes to the black hole, 

therefore, turbulence and friction heat the swirling gas to a furious 10 million K, causing it to emit X-ray and gamma 

ray. This accretion disk not only makes black holes easier to be detected, but also provides an interesting visual 

appearance of the black hole.

2. Literature review
2.1. The types of black holes and radius of their event horizon

According to the no-hair theorem, for a stationary black hole, it can be completely characterized by only three 

independent externally observable classical parameters: mass, electric charge and angular momentum (Misner, C. et 
al., 1973). Thus, there are four different types of black hole:  Non-rotating and uncharged black holes (Schwarzschild 

black holes), rotating and uncharged black holes (Kerr black holes), non-rotating and charged black holes (Reissner-

Nordstrom black holes), and rotating and charged black holes (Kerr-Newman black holes). This research mainly focuses 

The visual appearance 
of the black hole
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on Schwarzschild black holes.

When considering black holes, people might first think of a sphere with black surface, this surface is called event 

horizon, which means any events inside this surface cannot affect the observer. The concept of black holes has already 

been cited by Pierre-Simon Laplace in 1796 and one hundred years later, in the Schwarzschild solution to Einstien’s 

�eld equations states that: for a non-rotating and uncharged black hole, the radius of the event horizon equals to the 

Schwarzschild radius (      ), which is calculated by the equation:

where G is the gravitational constant, M is the mass of the black hole and c is the speed of light.

2.2. Photon sphere and the innermost stable circular orbit

Now consider further away from the event horizon, a sphere formed by photons will appear in our sight. This is called 

photon sphere, where photons here experience an unstable circular motion which will eventually end up falling into 

the black hole or escape it (Teo, E. 2003). If considering standing at the photon sphere, ones can even see the back of 

their head because of light’s circular motion. The radius of this circle is 1.5Rs for non-spinning black holes.

Continue moving away from the black hole, people will arrive the inner edge of the accretion disk where no matter 

with mass spinning around the black hole inside this edge. This edge is called the innermost stable circular orbit (ISCO), 

which means there is no object can maintain a stable circular motion if it cross the ISCO (Misner, C. et al., 1973). This 

is because of two main reasons. First of all, when an object wants to maintain a stable circular motion, the centripetal 

acceleration of the object need to be equal to the gravitational force of the central body. As it getting closer to the 

central body, due to the inverse square relationship between the radius and the gravitational force, the centripetal 

force required will increase rapidly and so as the linear speed required to provide the centripetal force. Therefore, 

there will eventually be a radius which the linear speed required is equal to light speed which is the upper limit of the 

speed in general relativity. Moreover, in general relativity, compact mass will warp spacetime and change the path of 

the object travels. Combine these factors together, ones can evaluate the value the radius of ISCO.

For  Non-spinning  black  holes,  the  radius  of  ISCO  (Risco)  gives  as:  Risco=3Rs (Jefremov et al., 2015). For Kerr 

black hole, ISCO will be closer to the event horizon, the faster the black hole spins, the closer the ISCO gets. Most 

of the celestial body have their ISCO inside their surface, but for extremely compact body like black holes and some 

neutron stars will have the ISCO outside their surface and are able to form photon sphere (Nemiroff et al., 1993).

3. Result and discussion

Graph 1: structure of the black hole with photon sphere and accretion disk

Graph 1 shows the rough model of a black hole according to the structure that has been discussed  in  the  literature  

review.  This  section  will  focus  on  �nding  the  visual appearance of the black hole based on this model. 
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3.1. The shadow of the black hole

When considering parallel light rays shooting at the black holes, the shadow appeared will actually larger than the 

event horizon. This is because in general relativity, light follows the curvature of space-time and black hole warps the 

space-time around it, thus, bends the light rays. For the light rays slightly higher than the event horizon will still end up 

falling into the black hole. Thus, in order to make the parallel light not getting absorbed by the black hole, it actually 

need to be at least 2.6Rs away from the singularity of the black hole and it will go around the photon sphere and move 

to in�nity. Thus, the shadow that black hole appeared is actually 2.6 times bigger than the event horizon.

3.2. The shape of the accretion disk

Assuming the observer is looking at the black hole with its accretion disk edge on, so part of the accretion disk in 

hidden behind the black hole. If the light follows a straight path, the observer will not be able to see the light comes 

from the part of the accretion disk behind the black hole. But due to the changing of space time by the black hole, the 

photon sent from the hidden part of the accretion disk will follow a curved path and end up receiving by the observer. 

Thus, both the top and bottom surface of the hidden part of the accretion disk can be seen by the observer and 

forming a ring shape around the black hole like the image shown in Graph 2.

Graph 2: Visual appearance of the black hole without considering the relativistic beaming effect

3.3. Relativistic beaming effect

The �gure obtained now is already close to the visual appearance of the black hole, but there is still one important 

phenomenon needs to be considered. As the accretion disk is spinning around the black hole with its speed close 

to the speed of light, which means the light emit from the accretion disk will experience a strong Doppler effect. 

According to special relativity, the equation of observed frequency and wave length is that:

where fº is the frequency of the source, λº  is the wave length of the source and  β=v/c. The accretion disk will have 

one side spin towards the observer and one side spin away from the observer as long as the observer is not looking 

perpendicular to the accretion disk. Thus, the frequency will be larger on the side spin towards the observer and 

smaller on the other side. The light intensity is proportional to the value of frequency, as a result, one side of the 

accretion disk will be brighter than the other side. People can also tell the direction of spinning by analyzing the 

difference in brightness.
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Moreover, the light aberration also contributes in forming this phenomenon. Assume in the reference frame of the 

observer, the light source is moving with a speed v and the direction of motion of the source has an angle θ to the 

line join the source and observer together as the light is sent. The aberration of the light source, θo  , is calculated by 

this equation:

where β is calculated from the speed v of the source. This means that the rays of light emitted by a moving object 

is concentrated conically towards its direction of motion. Thus, there are more photons received on the side of the 

accretion disk moving towards the observer and there are less photons received on the side moving away from the 

observer.

This is the physical principle behind the relativistic beaming effect which causing the difference in brightness of the 

accretion disk.

4. Conclusion
In conclusion, the visual appearance of the black hole should look like Graph 4, where comes from the structure of a 

black hole with accretion disk, the bending of light rays, and the relativistic beaming effect. This visual appearance also 

has been veri�ed by the pictures of the M87 and Sgr A* black holes taken by the Event Horizon Telescope. Because of 

the great distortion of space-time, the black hole with accretion disk provides a beautiful and counterintuitive �gure. In 

the future, with the development of technology, the telescope with a higher level of precision will be used and provide       

more photos of black holes with better quality.

Graph 3: Visual appearance of the black hole. Graph 4: Photo of the M87 black hole taken by Event 
Horizon Telescope
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from the observer as long as the observer is not looking perpendicular to the accretion 
disk. Thus, the frequency will be larger on the side spin towards the observer and 
smaller on the other side. The light intensity is proportional to the value of frequency, 
as a result, one side of the accretion disk will be brighter than the other side. People can 
also tell the direction of spinning by analyzing the difference in brightness.  

Moreover, the light aberration also contributes in forming this phenomenon. Assume in 
the reference frame of the observer, the light source is moving with a speed v and the 
direction of motion of the source has an angle θ to the line join the source and observer 
together as the light is sent. The aberration of the light source, θ , is calculated by this 
equation:

θ θ β β θ
where β is calculated from the speed v of the source. This means that the rays of light 
emitted by a moving object is concentrated conically towards its direction of motion. 
Thus, there are more photons received on the side of the accretion disk moving towards 
the observer and there are less photons received on the side moving away from the 
observer.  

This is the physical principle behind the relativistic beaming effect which causing the 
difference in brightness of the accretion disk. 

In conclusion, the visual appearance of the black hole should look like Graph 4, where 
comes from the structure of a black hole with accretion disk, the bending of light rays, 
and the relativistic beaming effect. This visual appearance also has been verified by 
the pictures of the M87 and Sgr A black holes taken by the Event Horizon Telescope. 
Because of the great distortion of space-time, the black hole with accretion disk 
provides a beautiful and counterintuitive figure. In the future, with the development of 
technology, the telescope with a higher level of precision will be used and provide 
more photos of black holes with better quality. 
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TIANYI YANG (Stephen)

1. Introduction
1.1. Tree

definition 1.1  In graph theory, a tree is an undirected graph in which any two vertices  are  connected by  exactly  

one path  or,  equivalently,  a  connected acyclic undirected graph.

Trees can help humans to organize the relationship between the data, but for most trees, it’s pretty hard for a 

computer to understand and deal with. However, we have some speci�c trees with specially designed structures so 

that computers can interact with data quickly with them.

This essay will discuss these tree structures’ concepts and how they are im- plemented. Some comparison of their 

performance, as well as their applications in real life, would also be included.

1.2. Binary Search Tree (BST)

definition 1.2  A binary tree is a tree data structure in which each node has at most two  children, the left and right 

child.

A binary tree is a structure with great potential.  It’s easy for a computer to represent with a handful of memory.  More 

importantly, storing data in a speci�c order to a binary tree makes searching for the data later in it easy.

definition 1.3  In computer science, a binary search tree  (BST), also called an ordered or sorted binary tree, is a 

rooted binary tree data structure with the key of each internal node being greater than all the keys in the respective 

node’s left subtree and less than the ones in its right subtree .

With a BST, binary search algorithm can be used to search data. In the best situation, we only need O(log N) time to 

get the result.  With the same data, BST’s height is expected to be as short as possible, which means it should be as 

bushy as possible.

But here’s a problem.Consider adding 1 to 7 into a BST. By adding them in ascending order, we get BST shown in 

�gure 1.  By adding numbers in the order of 4, 2, 6, 1, 3, 5, 7, we get BST shown in �gure 2. It’s easy to �nd that The 

A Brief Introduction of
Self-balancing Trees

Figure 1: BST1 Figure 2: BST2

worse query time complexity for BST 1 is O(N), for BST 2 is O(log N).

If the data are inserted randomly, the query time complexity is O(log n). But if a data set is inserted in ascending/

descending order to a BST, the tree would degenerate into a linked list.
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In daily life, many data are well-organized, so if we directly add them into a BST, the tree would be pretty spindly, 

which leads to a bad performance. Therefore, some trees which can avoid this situation are required.

2. Self-Balancing Tree
This section will introduce several kinds of self-balancing trees; they are de- signed to avoid the appearance of very 

bad structures.  Some have special con- struction, and some use a special operation called tree rotation(2.1.2) to trans- 

form a spindly tree into a bushy one.

2.1. AVL tree

Named after inventors Adelson-Velsky and Landis, AVL tree is the �rst self- balancing tree invented. It has a relatively 

fast performance for lookup-intensive applications since it’s strictly balanced, but it needs more time to organize the 

order of data in response.

2.1.1. Tree traversal

Trees may be traversed in multiple ways. Unlike linked lists, one-dimensional arrays and other linear data structures 

are canonically traversed in linear order. They may be traversed in depth-�rst or breadth-�rst order.  There are three 

common ways to traverse them in depth-�rst order:  in-order, pre-order, and post-order.

For in-order traversal speci�cally, it would recursively traverse the current node’s left subtree, then visit the current 

node and �nally recursively traverse its right subtree.

It’s worth noticing that for a BST, in-order traversal retrieves the keys in ascending sorted order,  and if the result of 

in-order traversal of a tree is in ascending order, the tree is a BST.

2.1.2. Tree Rotation

definition 2.1  In discrete mathematics, tree rotation is an operation on a bi-nary tree that changes the structure  

without interfering with the order of the elements. A tree rotation moves one node up in the tree and one node down.

There are two kinds of rotations in detail.

definition 2.2  rotateLeft(G):  Let x  be  the  right  child  of G.  Make  G  the  new left child of x.

definition 2.3  rotateRight(G):  Let x  be  the  left  child  of G.  Make  G  the  new right child of x.

The rotateLeft(G) process is shown in �gure 3.  G’s right child, P, merges with G, bringing its children along. P then 

passes its left child to G, and G goes down to the left to become P’s left child—the structure of the tree changes as 

well as the number of levels.  Rotation can also be applied on a non-root node by temporarily disconnecting the node 

from the parent, rotating the subtree at the node, then reconnecting the new root.

Figure 3: process of rotateLeft(G)
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Below is the code in Java to implement these functions.

//rotateLeft

private void  leftRototate(){

//create  a new node with the value  of root

Node newNode = new Node(this .value);

//new node’s  left  child  -> root’s  left  child

newNode .left = this .left;

//new node’s right  child  -> root’s right  child’s  left  child newNode .right = this .right .left;

//set root’s value to  its right  child’s value

this .value = right .value;

//root’s right  child  ->  it’s right  child

right = right .right;

//root’s  left  child  -> the new node

left = newNode;

//rotateRight

private void rightRotate(){

//create  a new node with the value  of root

Node newNode = new Node(this .value);

//new node’s right  child  -> root’s right  child

newNode .right = this .right;

//new node’s  left  child  -> root’s  left  child’s right  child

newNode .left = this .left .right;

//set root’s value to  its  left  child’s value

this .value = this .left .value;

//root’s  left  child  ->  it’s  left  child

this .left = this .left .left;

//root’s right  child  -> the new node

right = newNode;

Tree rotation is used to change the tree’s shape and, in particular, to decrease its height by moving smaller subtrees 

down and larger subtrees up, resulting in improved performance of many tree operations.

Since applying rotation won’t affect the in-order of the tree, a BST is still a BST after rotation.

2.1.3. Unbalanced Situation

definition 2.4  In  a  binary tree,  the  balance factor of node X (BF(X))  is  de- �ned as the height difference of its two  

child sub-trees.

definition 2.5  An unbalanced tree contains a node X with |BF(X)| > 1 .

Though there are all kinds of unbalanced trees, there are only 4 kinds of unbalanced situations.  (shown as �gure 4 

below)
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With tree rotation, we can �x all these kinds of unbalanced trees into balanced trees:

It turns into a balanced tree by applying rotateRight() to the root node in LL.

It turns into a balanced tree by applying rotateLeft() to left child(now it becomes LL) and then rotateRight() to the root 

node in LR.

It turns into a balanced tree by applying rotateRight() to right child(now it becomes RR) and then rotateLeft() to the 

root node in RL.

It turns into a balanced tree by applying rotateLeft() to the root node in RR.

What AVL tree does is detect whether an unbalance situation takes place when adding or deleting data. If it does 

happen, then �x them throw rotation

2.1.4. Performance

AVL tree is an absolutely balanced binary search tree, which can ensure ef- ficient query time complexity, that is, 

O(log N).  However, the performance is very low to do some structural modi�cation operations on the AVL tree, such 

as:  maintaining its absolute balance when inserting, and the number of rota- tions is relatively large. When deleting, 

letting the rotation continue to the root position is possible.

2.2. B-tree

Besides using tree rotation, another idea to implement a self-balancing tree is using some ingenious construction.  

B-tree follows this idea and has a good performance.

2.2.1. Naive Approach

Consider when the balance situation would be broken. When a new leaf node is added to the tree, the height of one 

subtree will increase, which means the balance may be ruined.

To avoid this, the tree just put the data in our existing node instead of adding a new leaf node to store data.

For example, in �gure 5 below, a complete BST is on the left side. To insert 17 into the tree, we put it into the node 

Figure 4: unbalanced situations(LL LR RL RR)

Figure 5: a naive idea of B-tree

containing 16 directly. To insert 18, we put it into the node containing 16 and 17.

The tree uses a list as a node to solve the problem.  It’s useful when the list is short. Binary search can be applied to 
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the tree, and by iterating the list, it’s easy to �nd the data stored in the list node.

But when the list gets longer, this approach is not ef�cient enough. The time taken to iterate the list is way much than 

the time for using binary search to �nd the list node, so the tree approximately degenerates into a linked list.(�gure 6)

Figure 6: a naive B-tree with a long list

2.2.2. Solution

A limitation to the maximum list length is set to avoid the degeneration problem.

For example, if the maximum length of the list of the tree in �gure 7 is 3, then the list has to be shortened.

In B-tree, the data in the middle of the list(the left middle is the length is even) would be moved to the parent node of 

the list node.

For instance,  the tree in �gure 7 would be transformed into the tree in �gure 8.

But the result isn’t satisfying.  In the second tree, 17’s child node is a list containing 16, 18, 19, which has numbers 

both larger and smaller than it. This way, no ef�cient algorithm can be used to search data here.

While moving the data in the middle,  B-tree also split the list from that position.

Thus, the tree in �gure 8 would turn into the tree in �gure 9.  Now that data are put in order, data in this tree can be 

searched using a combination of binary and linear search.

1 The order of the tree represents the maximum number of children a tree’s node could have. Through property 2.4, if the 
maximum length of list of a B-tree is m, the order of the tree is also m

Figure 10: B-tree transforming

Figure 7: bad form Figure 8: try to change Figure 9: good form

A B-tree of order1  m has 4 properties according to its operation form.

property 2.1  Every node except the root must contain  at least m/2-1 keys .The root may contain a minimum of 1 key.

property 2.2  All nodes may contain at most m - 1 keys.

property 2.3  All leaves must be the same distance from the source.

property 2.4  A non- leave node with k items must have exactly k +1 children.

There are 2 situations to consider while deleting data from a B-tree: non-leaf node and leaf node. It’s relatively 

complicated. The web here explains the logic of B-tree deletion well.

2.2.3. B+ tree

Though B-tree is good enough, B+ tree is invented to adapt the usage in database better.
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2 For B-tree and B+ tree which are used in database, a node corresponds to a page(see 2.4)
3 A 2-3 tree means a B-tree of order 3

A B+ tree has all properties that a B-tree has, but there are several differences between the structure of a B-tree and a 

B+ tree:

In B+ tree, only leaf nodes store actual data.  Therefore, a B+ tree can store more keys per node than a B-tree if they 

have the same order.  This is important since the capability of pages is �xed for hardware.  B+ tree stores more keys in 

a page2  than b-tree so that it can store more data with the same layers.

What’s more, since all data are stored in leaf nodes in a B+ tree, and all leaves are the same distance from the 

source(property 2.3), so the time it takes to search different data is similar, which is more fair compares to B-tree.

The leaves are not connected with each other on a B-tree, whereas they are connected on a B+ tree. Thus, a B+ 

tree can deal with range queries more ef�ciently.  In B+ tree, after �nding the beginning data, the rest data can be 

obtained through the extra link.   Contrastingly, continuous data may not be stored in the continuous memory area, 

which means it’s hard to respond to a range query.

2.2.4. Performance

If the order of the B-tree is large, when there is little data, the tree is similar to a linked list, which would be very slow.

With a reasonable order, B-tree is fast.For a B-tree of order m with N nodes, inserting or searching data takes between                                        

of comparison.

2.3. Red Black tree

Red Black tree(RBtree) is a kind of self-balancing tree that also uses tree rotation(2.1.2).   Still, it has some other 

properties, so less time is needed to maintain balance when inserting/deleting data.  However, it’s not as balanced 

as the AVL tree, so a longer time is required to respond to queries.

There are two kinds of nodes in a RBtree:  red node and black node.   All RBtree types correspond to B-tree; a red 

node and its parent node(which must be a black node) can be seen as  ’glued’, which corresponds to list nodes in 

B-tree.

2.3.1. Left Leaning Red Black treeh

There are many variations of RBtree, and left-leaning RBtree(LLRB) is one of them.   It’s easier to implement and has 

similar performance compared to RBT.

property 2.5  1- 1  correspondence with 2- 3 trees3.

property 2.6  No node has 2 red links.

property 2.7  Every path from the root to leaf has same number of black links (because 2- 3 trees have same number 

of links to  every leaf) .

property 2.8  Height is no more than 2x height of corresponding 2- 3 tree.

Since property 2.5, by inserting into a 2-3 tree and converting it to let the tree has properties above, the result of 

inserting into LLRB can be obtained.

However, this is stupid since there is no point in spending extra time to trans- form a usable 2-3 tree into a LLRB. So 

the proper method is to insert into the LLRB the same as a normal BST and then use rotations to �x its 1-1 map to 2-3 

2.2.3 B+ tree

Though B-tree is good enough, B+ tree is invented to adapt the usage in
database better.

A B+ tree has all properties that a B-tree has, but there are several differences
between the structure of a B-tree and a B+ tree:

In B+ tree, only leaf nodes store actual data. Therefore, a B+ tree can
store more keys per node than a B-tree if they have the same order. This is
important since the capability of pages is fixed for hardware. B+ tree stores
more keys in a page2 than b-tree so that it can store more data with the same
layers.

What’s more, since all data are stored in leaf nodes in a B+ tree, and all
leaves are the same distance from the source(property 2.3), so the time it takes
to search different data is similar, which is more fair compares to B-tree.

The leaves are not connected with each other on a B-tree, whereas they
are connected on a B+ tree. Thus, a B+ tree can deal with range queries more
efficiently. In B+ tree, after finding the beginning data, the rest data can be
obtained through the extra link. Contrastingly, continuous data may not be
stored in the continuous memory area, which means it’s hard to respond to a
range query.

2.2.4 Performance

If the order of the B-tree is large, when there is little data, the tree is similar
to a linked list, which would be very slow. With a reasonable order, B-tree is
fast. For a B-tree of order m with N nodes, inserting or searching data takes
between logm−1 N to logm/2 N times of comparison.

2For B-tree and B+ tree which are used in database, a node corresponds to a page(see 2.4)
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tree.

Here are the tasks that need to be done when inserting into a LLRB:

In 2-3 trees, data always be added into a leaf node, so the colour of the link added to LLRB should always be red.

According to the name, a red link should never appear on the right side. A rotation should be applied to maintain the 

LLRB property.

However, if the node has two red links, it needs to be allowed to exist for a while.

If there are 2 left red links, it corresponds to a list with a length of 4. After rotating to create a tree with two red links, 

�ipping the colours of all edges touching the node.

Though it seems complex to �x the format, only 3 if-sentences are needed to update an AVL tree to an LLRB.

private Node put(Node h, Key key, Value val)  

{if  (h == null)  {return new Node(key, val, RED);}

int  cmp = key .compareTo(h .key);

if  (cmp  <  0)  {h .left   = put(h .left,   key, val);}

else  if  (cmp  >  0)  {h .right = put(h .right, key, val);}

else  {h .val = val;}

if  (isRed(h .right) &&  !isRed(h .left))

{h = rotateLeft(h);}

if  (isRed(h .left) &&  isRed(h .left .left)) 

{h = rotateRight(h);}

if  (isRed(h .left) &&  isRed(h .right))

{�ipColors(h);}

return h;}

Because a left-leaning red-black tree has a 1-1 correspondence with a 2-3 tree and will always remain within 2x the 

height of its 2-3 tree, the runtimes of the operations will take log N time.

2.3.2. Normal RBtree

An LLRB can only have one red link per node, corresponding to a 2-3 tree. In a normal RBtree, each node can have 2 

red links, corresponding to a 2-3-4 tree ⁴ .

Here are the properties that an RBtree should have:

property 2.9  The root node of RBtree is  black.

property 2.10  The leaf nodes ⁵  are all black.

property 2.11  Red nodes’ children and parent are  black nodes.

Classi�cation by the node case after the conversion of RBtree to B-tree can be made use of the equivalence property 

of the 2-3-4 tree and red-black tree.(see �gure 15)

⁴ A 2-3-4 tree means a B-tree of order 4
⁵ The leaf node in RBtree is slightly different, it refers to the lowest empty nodes (external nodes)
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Same as LLRB, the colour of a new node being inserted is red.(see 2.3.1)

Considering how to insert a new node into the tree in �gure 16 makes it easier to understand how an RBtree maintains 

its properties.

Figure 15: 4 situations of RBtree node

Figure 11: red black red Figure 12: black red Figure 13: red black Figure 14: black

Figure 16: a RBtree

Figure 17: 4 places that don’t need further operation

The RBtree in �gure 16 contains all the previously classi�ed situations.  12 places in this tree can insert new nodes. 

Among them, 4 situations don’t require any further operation to maintain the properties(cases shown in �gure 17)

8 situations do not satisfy the property of red-black tree 2.11, and 4 situations on the left belong to the overflow 

situation of B-tree nodes (a 4-order B-tree node can store a maximum of 3 numbers,  and these 4 cases already have 

3 numbers, and another one is inserted, which beyond the capacity range of the 4-order B-tree node). These 8 cases 

require additional processing.  (�gure 18)

Figure 18: other places that need further operation

The situations can be named by their unbalance situations(see 2.1.3).  For example, for the tree in �gure 18, insert 

node 10 or 60 forms LL; insert node 36 or 52 forms RR; insert node 20 or 74 forms LR; insert node 30 or 48 forms RL

For cases without over�ow:

To �x LL/RR, dye parent black and grand red.

To �x LR/RL, dye inserted node black and grand red.
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Then apply rotation mentioned in 2.1.2.

For cases with over�ow:

Dye parent and uncle black and grand red.

2.3.3. Performance

RBtree ensures that the longest path is not more than twice the shortest path, so it is approximately balanced (the 

shortest path is an all-black node, the longest path is a red node and a black node, and when the path from the root 

node to the leaf node has the same black node, the longest path is exactly twice the shortest path).

RBtree’s search, insert, and delete operations are all O(log N) in time com- plexity.

2.4. Applications

2.4.1. AVL tree and Red Black tree

An AVL tree is suitable when a data structure that is query ef�cient and ordered and the number of data is static is 

needed, but a system that changes frequently is not a good �t.

In real life, most data in memory changes frequently. RBtree is used to store data there mostly ⁶ .  For database system, 

tree structure will fewer layers are better since hard disk IO is too expensive.(see B-tree and B+ tree 2.4.2)

As a result, though AVL tree can solve the unbalance problem, it’s too slow to be used. It’s more common for AVL 

tree to appear in data structure course book to let students understand the idea and commemorate the progress from 

nothing to something.

Though RBtree is not as balanced as AVL tree, it has better overall perfor- mance, which means in most situations, an 

RBtree would be used rather than AVL tree

2.4.2. B-tree and B+ tree

When data is little,  Red Black tree is faster than B-tree.   But storing  a large amount of data on hard disks makes 

putting a page into memory time- consuming, so using fewer pages is better. B-tree is suitable for doing this. The 

order of B-tree should be as large as possible to get fewer layers, so each node corresponds to a page. This way, only 

a few pages need to be mentioned to deal with a query.  For instance, within 4 pages, an element would be found 

among 6.2 � 1010  elements.

However, most databases are now using B+ tree, since it has some improve- ments compared to B-tree.

The leaves are not connected on a B-tree, whereas they are connected on a B+ tree.  Thus, a B+ tree can deal with 

range queries more ef�ciently.  In B+ tree, after �nding the beginning data, the rest data can be obtained through the 

extra link. Contrastingly, continuous data may not be stored at continuous memory area, which means it’s hard to 

respond to a range query.

2.5. Comparison

Though the time complexity of these trees can be calculated, it’s more visu- alized to run the code and see the result. 

And in real life, sometimes the result may differ from the theoretical result.

⁶ Many ADTs like hashmap, treemap, and treeset use RBtree to store data since RBtree can signi�cantly shorten the searching 
operation time for any data size.
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Figure 19: data size – insert time(ns)

By searching the implementations online and writing a program to compare the time these trees needed to insert and 

search data, the result in appendix A came out.

Figure 20: data size – query time(ns)

The line charts in �gure 19 and �gure 20 are drawn by organizing the data.

From �gure 19, when the data set is relatively small(n*103 ), B-tree of order 10 and B-tree of order 100 perform the 

worst. The difference is more signi�cant when the data set grows larger(n*10 ⁵ ).  B-trees have the worst performance, 

B+ trees are better, and RBtree, faster than AVL tree, performs best.  This is roughly consistent with theoretical 

speculation.

In �gure 20, AVL tree and RBtree are generally still the best, B+ tree follows and B-tree is the worst. But this is different 

from the theory since logically AVL tree should be faster than RBtree when dealing with queries. This is probably 

because the optimize of the code for RBtree is better.  Also, for B+ tree, the code uses array as leaf node, so binary 

search can be applied.  But in B-tree the nodes are linked list, which means it will use linear search, which is much 

slower.

The code for this test can be found here.
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4. A Original result of code
insert  10 nodes to AVL tree:                              10667 ns

insert  10 nodes to RBtree:                                 19292 ns

insert  10 nodes to B-tree  of  order 4:              24000 ns

insert  10 nodes to B-tree  of  order  10:           17334 ns

insert  10 nodes to B-tree  of  order  100:         13833 ns

insert  10 nodes to B+ tree  of  order 4:            22583 ns

insert  10 nodes to B+ tree  of  order  10:         31459 ns

insert  10 nodes to B+ tree  of  order  100:       12541 ns

fast  <------------insert------------>  slow

AVL B+(100) B(100) B(10) RBt B+(4) B(4) B+(10)

search  in AVL tree:                                              3500 ns

search  in RBtree:                                                 3792 ns

search  in B-tree  of  order 4:                              5625 ns

search  in B-tree  of  order  10:                           2250 ns

search  in B-tree  of  order  100:                         2000 ns

search  in B+tree  of  order 4:                             3917 ns

search  in B+tree  of  order  10:                          1750 ns

search  in B+tree  of  order  100:                        1208 ns

fast  <------------search------------>  slow

B+(100) B+(10) B(100) B(10) AVL RBt B+(4) B(4)

averagetime_insert:

{B(10)=12329 .16, B+(100)=8404 .08, B+(4)=43430 .38,

B(100)=12608 .37, RBt=12471 .66, B(4)=19601 .28,

AVL=9443 .35, B+(10)=15146 .59}

averagetime_search:

{B(10)=123 .2916, B+(100)=84 .0408,

B+(4)=434 .30379999999997, B(100)=126 .08370000000001,

RBt=124 .7166, B(4)=196 .0128, AVL=94 .43350000000001,

B+(10)=151 .4659}

----------------------------------------------------
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insert  100 nodes to AVL tree:                           34958 ns

insert  100 nodes to RBtree:                              30959 ns

insert  100 nodes to B-tree  of  order 4:         141916 ns

insert  100 nodes to B-tree  of  order  10:        80333 ns

insert  100 nodes to B-tree  of  order  100:      94500 ns

insert  100 nodes to B+ tree  of  order 4:       126542 ns

insert  100 nodes to B+ tree  of  order  10:      65709 ns

insert  100 nodes to B+ tree  of  order  100:    42875 ns

fast  <------------insert------------>  slow

RBt AVL B+(100) B+(10) B(10) B(100) B+(4) B(4)

search  in AVL tree:                                               1625 ns

search  in RBtree:                                                  1500 ns

search  in B-tree  of  order 4:                               3208 ns

search  in B-tree  of  order  10:                            2042 ns

search  in B-tree  of  order  100:                          1584 ns

search  in B+tree  of  order 4:                              1958 ns

search  in B+tree  of  order  10:                             791 ns

search  in B+tree  of  order  100:                           708 ns

fast  <------------search------------>  slow

B+(100) B+(10) RBt B(100) AVL B+(4) B(10) B(4)

averagetime_insert:

{B(10)=82433 .71, B+(100)=34530 .4, B+(4)=168120 .84,

B(100)=86569 .96, RBt=32285 .04, B(4)=89461 .76,

AVL=38018 .79, B+(10)=74490 .4}

averagetime_search:

{ B ( 1 0 ) = 8 2 4  . 3 3 7 1 0 0 0 0 0 0 0 0 1 ,  B + ( 1 0 0 ) = 3 4 5 

.30400000000003,

B+(4)=1681 .2084, B(100)=865 .6996,

RBt=322 .85040000000004, B(4)=894 .6175999999999,

AVL=380 .1879, B+(10)=744 .904}

----------------------------------------------------

insert  1000 nodes to AVL tree:                        457375 ns

insert  1000 nodes to RBtree:                           401417 ns

insert  1000 nodes to B-tree  of  order 4:        885834 ns

insert  1000 nodes to B-tree  of  order  10:     900209 ns

insert  1000 nodes to B-tree  of  order  100:   845959 ns

insert  1000 nodes to B+ tree  of  order 4:      929208 ns

insert  1000 nodes to B+ tree  of  order  10:   589458 ns

insert  1000 nodes to B+ tree  of  order  100: 424625 ns

fast  <------------insert------------>  slow

RBt B+(100) AVL B+(10) B(100) B(4) B(10) B+(4)

search  in AVL tree:                                               1916 ns

search  in RBtree:                                                  1959 ns

search  in B-tree  of  order 4:                               3291 ns

search  in B-tree  of  order  10:                            1458 ns

search  in B-tree  of  order  100:                          1750 ns

search  in B+tree  of  order 4:                              2250 ns

search  in B+tree  of  order  10:     875 ns

search  in B+tree  of  order  100: 416 ns

fast  <------------search------------>  slow

B+(100) B+(10) B(10) B(100) AVL RBt B+(4) B(4)

averagetime_insert:

{B(10)=859769 .16, B+(100)=590647 .05, B+(4)=955079 .98,

B(100)=1102582 .06, RBt=338150 .86, B(4)=847384 .17,

AVL=415199 .65, B+(10)=537789 .11}

averagetime_search:

{B(10)=8597 .6916, B+(100)=5906 .4705, B+(4)=9550 .7998,

B(100)=11025 .820600000001, RBt=3381 .5085999999997,

B(4)=8473 .8417, AVL=4151 .9965, B+(10)=5377 .8911}

----------------------------------------------------

insert  10000 nodes to AVL tree:                         9670000 ns

insert  10000 nodes to RBtree:                            8590000 ns

insert  10000 nodes to B-tree of order 4:         18246166 ns

insert  10000 nodes to B-tree of order 10:       20345250 ns

insert  10000 nodes to B-tree of order 100:     19274125 ns

insert  10000 nodes to B+ tree of order 4:       15648833 ns

insert  10000 nodes to B+ tree of order 10:     10381458 ns

insert  10000 nodes to B+ tree of order 100:     7639125 ns

fast  <------------insert------------>  slow

B+(100) RBt AVL B+(10) B+(4) B(4) B(100) B(10)

search  in AVL tree:                                                    1375 ns

search  in RBtree:                                                       2292 ns

search  in B-tree  of  order 4:                                    5292 ns

search  in B-tree  of  order  10:                                 3583 ns

search  in B-tree  of  order  100:                               3583 ns

search  in B+tree  of  order 4:                                   4833 ns

search  in B+tree  of  order  10:                                3167 ns

search  in B+tree  of  order  100:                                792 ns

fast  <------------search------------>  slow

B+(100) AVL RBt B+(10) B(100) B(100) B+(4) B(4)

averagetime_insert:

{B(10)=1 .58285672E7, B+(100)=5938541 .24,

B+(4)=1 .303157998E7, B(100)=1 .541014462E7,

RBt=5652890 .43, B(4)=1 .334035707E7, AVL=7253795 .84,

B+(10)=7203287 .06}

averagetime_search:

{B(10)=158285 .672, B+(100)=59385 .4124,

B+(4)=130315 .79980000001, B(100)=154101 .4462,

RBt=56528 .904299999995, B(4)=133403 .5707,

AVL=72537 .9584, B+(10)=72032 .8706}

----------------------------------------------------

insert  100000 nodes to AVL tree:                   146884792 ns

insert  100000 nodes to RBtree:                      120585791 ns

insert  100000 nodes to B-tree of order 4:     277470166 ns

insert  100000 nodes to B-tree of order 10:   255380625 ns
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insert  100000 nodes to B-tree  of  order  100:    245922541 ns

insert  100000 nodes to B+ tree  of  order 4:       369338292 ns

insert  100000 nodes to B+ tree  of  order  10:    133651708 ns

insert  100000 nodes to B+ tree  of  order  100:  107554834 ns

fast  <------------insert------------>  slow

B+(100) RBt B+(10) AVL B(100) B(10) B(4) B+(4)

search  in AVL tree:                                3125 ns

search  in RBtree:                          2875 ns

search  in B-tree  of  order 4:     7791 ns

search  in B-tree  of  order  10:   4834 ns

search  in B-tree  of  order  100: 4041 ns

search  in B+tree  of  order 4:     4958 ns

search  in B+tree  of  order  10:     4166 ns

search  in B+tree  of  order  100:  1208 ns

fast  <------------search------------>  slow

B+(100) RBt AVL B(100) B+(10) B(10) B+(4) B(4)

averagetime_insert:

{B(10)=2 .448318646E8, B+(100)=1 .2629613555E8,

B+(4)=2 .0513267075E8, B(100)=2 .4331373115E8,

RBt=1 .108997041E8, B(4)=2 .5701895625E8,

AVL=1 .2480924385E8, B+(10)=1 .416284334E8}

averagetime_search:

{B(10)=1 .224159323E7, B+(100)=6314806 .7775,

B+(4)=1 .02566335375E7, B(100)=1 .2165686557500001E7,

RBt=5544985 .205, B(4)=1 .28509478125E7,

AVL=6240462 .1925, B+(10)=7081421 .67}

----------------------------------------------------

insert  1000000 nodes to AVL tree:                        1784261125 ns

insert  1000000 nodes to RBtree:                           1420085958 ns

insert  1000000 nodes to B-tree  of  order 4:        3438281834 ns

insert  1000000 nodes to B-tree  of  order  10:     3788487625 ns

insert  1000000 nodes to B-tree  of  order  100:   3752132584 ns

insert  1000000 nodes to B+ tree  of  order 4:      2927331208 ns

insert  1000000 nodes to B+ tree  of  order  10:   2162745500 ns

insert  1000000 nodes to B+ tree  of  order  100: 1330336083 ns

fast  <------------insert------------>  slow

B+(100) RBt AVL B+(10) B+(4) B(4) B(100) B(10)

search  in AVL tree:                      9750 ns

search  in RBtree:                          23958 ns

search  in B-tree  of  order 4:     73917 ns

search  in B-tree  of  order  10:   72917 ns

search  in B-tree  of  order  100: 44417 ns

search  in B+tree  of  order 4:     101875 ns

search  in B+tree  of  order  10:     5541 ns

search  in B+tree  of  order  100:  2791 ns

fast  <------------search------------>  slow

B+(100) B+(10) AVL RBt B(100) B(10) B(4) B+(4)

averagetime_insert:

{B(10)=3 .2371293125E9, B+(100)=1 .815506875E9,

B+(4)=2 .615794021E9, B(100)=3 .246175146E9,

RBt=1 .315888708E9, B(4)=3 .1055527505E9,

AVL=1 .613829729E9, B+(10)=1 .7530696875E9}

averagetime_search:

{B(10)=1 .61856465625E9, B+(100)=9 .077534375E8,

B+(4)=1 .3078970105E9, B(100)=1 .623087573E9,

RBt=6 .57944354E8, B(4)=1 .55277637525E9,

AVL=8 .069148645E8, B+(10)=8 .7653484375E8}
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SIDA LUO (Michael)

IEEE754

1. Introduction

IEEE754 is the most common representation today for real numbers on computers. Apart from simple numbers like 1 

and 2, it can also represent �oating point numbers, negative numbers and even other sorts of mathematical objects. 

However, there are a lot of calculations that can never be de�ned or be calculated mathematically, such as �nding 

the square root of a negative number, or �nding the angle with a sine value that is more than 1. As this international 

standard is such an interesting thing that helps with representing numbers and allows calculators to work, this research 

is going to focus on how IEEE754 works in the correct way with proper math, and the mathematical objects that it 

can represent. In addition to that, this research project would also �nd out what would happen if the user tries to do 

something that is mathematically wrong.

2. Methodology
The aim of this mini-research-project is to �nd out how the IEEE754 system works when it represents mathematical 

concepts. As a result, the most important data would be the theoretical features of IEEE754, which basically supports 

the research on all the aspects. As IEEE754 is a new concept for me, most of the data would be secondary data. Apart 

from that, this research also requires primary data, that are collected after using the IEEE754 and act as examples that 

show how IEEE754 works and show the situations when this kind of representation would not work. The quantitative 

data such as the results after using IEEE754 could be collected simply by finding websites that can generate the 

results, which is okay if the operand is an actual number or �oating point number, but might not work if the operand 

is basically a mathematical expression. The only way for this research project to collect secondary data is look around 

the website, which might or might not be an ef�cient process, since it is easy to �nd articles about IEEE754, but the 

information needs to be analyzed or understood properly with no argument among them.

3. MAIN BODY
The IEEE Standard for Floating-Point Arithmetic (IEEE754) is a standard established by the Institute of Electrical 

and Electronics Engineers(IEEE) in 1985, and it is a standard for floating-point computation. Among all kinds of 

representations of floating-point numbers, IEEE754 is the most commonly used and the most efficient one. It is 

available on platforms such as Intel-based PC’s, Macs, and etc. IEEE754 is the most ef�cient way of representing 

floating-point numbers since it includes the following three basic components: 1.The Sign of Mantissa, which is 

a bit in front of the whole number in binary, if the number is positive, the bit would be 0, and it would be 1 if the 

number is negative. 2. The Biased exponent, which adds a bias to the exponent in order to get the stored exponent. 

3. The Normalized Mantissa, which means that the left of the decimal point contains only one “1”. With all 

those components, the IEEE754 numbers are divided into, and they are called “Single Precision” and “Double 

Precision”. The single precision numbers have 32 bits in total, and they are distributed like this:

Figure1, the distribution of bits in a �oating point number with single precision.
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Similarly, there are 64 bits in total in a �oating point number with 64 bits, and they are distributed like this:

Figure2, the distribution of bits in a �oating point number with double precision.

Those would be the basic structures of floating-point numbers that are represented in terms of IEEE754 standard. 

These structures have different biases for the exponent, and the bias is 127 for single precision, 1023 for double 

precision. Let’s see how the standard work with an example. Take 10.1 as an example, in order to implement the 

IEEE754 standard, we need to convert the number into binary:

10 = 1010, 0.1 = 0.00011;

So, 10.1 = 1010.00011 = 1.01000011 * 2^3;

Because 10.1 is positive, the sign is positive;

So sign = 0.

In terms of single precision, the biased exponent is 127+3=130;

130 = 1000 0010;

Normalized mantissa = 01000011001100110011010

Thus, the IEEE754 single precision is 0 10000010 01000011001100110011010 for the number 10.1 in terms of binary.

How IEEE754 works is now known, but the special values that might be shown by IEEE754 hasn’t been shown 

currently, so this research would be about the other sorts of mathematical content that is can represent. First of all, 

there are reserved values by IEEE754 that can ambiguity: 1. Zero, which can be both positive or negative, and this 

would be wrong mathematically. 2.Denormalized, which shows up if the exponent is 0 but the mantissa isn’t. 3. 

In�nity, which has an exponent of 255 or 2049 in single or double precision when mantissa is 0. 4. Not A Number(NAN), 

which represents errors. Unfortunately, the converter that has been chosen doesn’t support the inputs that are not 

numbers or decimal points. However, if any sort of mathematical is turned into a number, than it is possible for the 

converter to convert it into a IEEE754 number. As a result, if the programs that are available can identify the exact 

form of things like square roots and logarithmic number and so on, IEEE754 standard is fully capable with them. For 

example, sine 30。equals 0.5, and 0.5 can be turned into binary and into IEEE754 number, and it turns out to be 0 

01111110 00000000000000000000000 with single precision.

According to both of the structures, there is always a position for the positive or negative sign of the number. As a 

result, it is possible for the appearance of +0 and -0, without having any error with both of them. However, if the user 

tries to divide by 0, calculate 0 * ±in�nity, or calculate ±in�nity / ±in�nity, the result would always be NAN, which 

means “Not A Number”.

4. BIBLIOGRAPHY
Source of information:
https://www.geeksforgeeks.org/ieee-standard-754-�oating-point-numbers/

https://www.geeksforgeeks.org/introduction-of-�oating-point-representation/

https://flylib.com/books/en/1.330.1.34/1/#:~:text=Almost%20any%20unnormalized%20value%20can%20be%20

normalized%20by,exponent%2C%20you%20multiply%20the%20�oating-point%20value%20by%20two.

IEEE converter:
https://www.toolhelper.cn/Digit/FractionConvert
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The full name of CSMA/CD is Carrier Sense Multiple Access with Collision Detection, which is carrier sense multiple 

access technology based on collision detection. CSMA/CD is also the core of the original 802.3, used in 10M/100M 

half-duplex wired network, now CSMA/CD application scenarios are much less, most of the directly based on full-

duplex work. CSMA/CD is conceptually derived from 1-persistence CSMA, or 1-persistentes CSMA. On the basis of 

it, a Collision Detection mechanism is added. Con�ict detection, that is, the mechanism of CD is mainly used to �nd 

con�icts and resolve con�icts. We describe how CSMA/CD works as follows: "Nodes need to continuously monitor 

the channel before sending data, and as soon as they discover that the channel is idle, they send data. While sending 

data, the node continuously listens to the channel and "detects" whether another node is also sending data at that 

time. If no other node's transmission is detected during the transmission process, the transmission is successful. After 

a successful transmission, the node needs to wait for the inter-frame interval IFG time before it can make the next 

transmission. If in the transmission process, detected other nodes are also transmitting, then the collision is detected. 

After the JAM occurs, the node immediately stops the current transmission, and sends a specific interference 

sequence to strengthen the collision to ensure that all other nodes detect the collision. After the jam sequence is sent, 

the node randomly selects a time countdown to backoff. When the backoff is complete, the node can try to retransmit 

again." In the above description, we can �nd that CSMA/CD is very similar to 1-persistent CSMA. Compared with the 

traditional aloha, CSMA/CD not only adds the LBT mechanism, but also introduces the collision detection mechanism 

to detect the collision immediately in the transmission, instead of relying on the feedback of ACK to determine 

whether there is a collision. Thus, the ef�ciency of the network is improved. In CSMA, we need to describe a few more 

details:

• carrier sense (CS) : In wired networks, CS actually means receiving information on the channel and parsing it. In this 

way, it judges whether there is a node transmitting information on the shared channel, so as to achieve the use of 

listening. The name carrier detection actually comes from AM/FM reception, that is, the carrier is an analog signal 

carrying modulation information, so that carrier sensing is to listen to whether there is an AM/FM signal.

• collision detection (CD) : In some theories, collision detection is introduced as sending data while receiving data on 

the same channel, and comparing sending data Tx with receiving data Rx. If Tx=Rx, no con�ict occurs, and if Tx ≠ Rx, 

a con�ict is identi�ed. In some engineering introductions, the method introduced to detect con�icts is the "medium 

dependence method". The connection segment medium has separate paths for transmitting and receiving data, 

and collision detection is performed in the same receiver segment transceiver with the help of activities that occur 

on both the transmission and receiving data paths. On the coaxial cable medium, the transceiver detects the spike 

by detecting the DC signal level of the coaxial cable. When two or more base stations transmit simultaneously, the 

average DC voltage on the coaxial can reach the collision detection voltage level in the coaxial transceiver. The coaxial 

transceiver continuously detects the average voltage level on the coaxial cable and sends a JAM signal to the Ethernet 

interface if the average voltage level indicates that multiple base stations are simultaneously transmitting content. This 

process of sending the JAM signal takes longer than the collision detection time, and the extra time includes the time 

calculated from the total signal latency over a 10Mbps Ethernet network.

Time slot and capture effect: In wired networks, the capture effect is de�ned as no collision occurs within 1 time slot 

length, while the time slot is de�ned as the sending time of 512bit in 10 MBPS or 100 MBPS network. 512bit is chosen 

as the reference value for a slot in wired networks because of the maximum roundtrip time needed to send a signal to 

the peer. This maximum round trip time includes the round trip time of the electromagnetic wave through the physical 

layer and the time taken to transmit the JAM signal. If the node has captured the channel, that is, it has sent 512 bits, 

then the other party will not necessarily interrupt your current transmission. Make sure they can detect you, 2. And that 

Carrier Sense Multiple Access 
With Collision Detection
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the feedback JAM signals get to you. At the same time, if from the point of view of electromagnetic wave transmission, 

512bit transmission time in 10M converted into electromagnetic wave propagation distance is about 2800 meters, 512bit 

transmission time in 100M converted into electromagnetic wave propagation distance is about 200 meters, compared 

with the twisted pair length of wired network, these parameters are still acceptable. On and above 1000Mbps networks, 

where the default physical layer is in full-duplex mode, the slot length is de�ned as 512byte if CSMA/CD mode is used.

Retransmission mechanism (Backoff and BEB mechanism) : If the node detects that the collision occurred in the �rst 512 

bytes, that is, within a time slot, then the node �rst backoff and retransmit. Here, the backoff algorithm is BEB (Binary 

Exponential Backoff Algorithm), that is, in a random window, a random number is selected and multiplied by the time 

slot to backoff. In the process of 0~10 backoff, the random window was doubled in each backoff. In the process of 11 ~ 

16 times, backoff was still carried out and the data packet was resent, but the window size was not enlarged. If the 17th 

time failed, the packet was lost. According to the general case, the collision does not occur in the part after 512 bytes, 

that is, the capture effect has occurred, that is, the node has captured the channel. However, there are some cases, 

such as different steps in time, that cause the collision to occur after 512 bytes, so direct packet loss is chosen after the 

timeout.

The reason why Carrier Sense Multiple Access with Collision Detection is rarely seen nowadays is that most networks 

such as wireless network transmission have used full-duplex transmission protocol. What is full-duplex? Full-duplex When 

the data sending and receiving are separated and transmitted by two different transmission lines, both sides of the 

communication can transmit and receive at the same time, such a transmission mode is full duplex. In full-duplex mode, 

each end of the communication system is equipped with a transmitter and receiver, so that data can be controlled to 

transmit in both directions at the same time. Full-duplex mode does not need to switch directions, so there is no time 

delay caused by switching operation, which is very bene�cial for interactive applications that cannot have time delay, 

such as remote monitoring and control systems. This method requires a transmitter and receiver on both sides of the 

communication, at the same time, two data lines are needed to transmit data signals.

For example, the host computer uses a serial interface to connect to the display terminal, and the display terminal has 

a keyboard. In this way, on the one hand, the characters entered on the keyboard are sent to the host memory; On the 

other hand, information from the host memory can be sent to the screen for display. Usually, after typing a character 

on the keyboard, it is not displayed, and the computer host receives the character, immediately sends it back to the 

terminal, and then the terminal displays the character. In this way, the previous character is sent back and the next 

character is input at the same time, that is, in full-duplex mode.

Therefore, this protocol does not produce data collisions in SCMA/CD.

CSMA/CD is a contention-based medium access control protocol. It originates from the content-type protocol adopted 

by the ALOHA network developed by the University of Hawaii, and has been modi�ed to have higher medium utilization 

than ALOHA protocol. It is mainly used in �eld bus Ethernet. Another improvement is that for each station, as soon as 

it detects a collision, it drops its current transmission task. In other words, if both stations detect that the channel is idle 

and start transmitting at the same time, they will detect that a collision has occurred almost immediately. They should 

not continue to send their frames, as this will only generate garbage; Instead, they should stop transmitting as soon as a 

collision is detected. Quickly terminating corrupted frames saves time and bandwidth.

SCMA/CD seems to be an obsolete protocol at the beginning OF the presentation BUT even now SCMA/CD has some 

advantages when it comes to not using full duplex

1. It can improve the utilization of network bandwidth, because nodes can listen to the data transmission of other 

nodes while transmitting data, avoiding the occurrence of data collision, thereby improving the success rate of data 

transmission. 2. In the case of small network topology, the use of CSMA/CD can reduce the operation cost of the 

network and improve the reliability of the network.
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ZHIHUAN ZHANG

Keywords：Clostridium difficile, Clostridium difficile infection, tcdA and tcdB, metronidazole, fidaxomicin, 

vancomycin, and fecal microbiota transplantation.

1. Introduction
Clostridium difficile (C. difficile) is a Gram-positive, spore-forming, anaerobic, toxin-producing bacillus, causing 

Clostridium difficile infection (CDI) and pseudomembranous colitis characterized by yellow-white plaques on the 

colonic mucosa (1, 2). Although C. difficile spores stay intrinsically intact under many antibiotics and alcoholic 

disinfectants, C. difficile is usually antagonized by colonization resistance of the gut microbiome, specifically the 

inhibition of secondary bile salts produced by Clostridium scindens, microbiota-derived antimicrobials, and so on 

(3, 4). However, the microbiota can be disrupted. Previous research has shown that C. difficile tends to prosper 

and induce antibiotic-associated diarrhea when certain antibiotics are administered (5). Notably, CDI tends to 

reoccur eight weeks after the   first episode (rCDI) due to the persisting dysbiosis of the microbiota and limited 

levels of serum immunoglobins (6). C. dif�cile remains the leading cause of nosocomial diarrhea and has spread to 

communities consisting of young people (<65 years) without short-term hospitalization contact or high comorbidity 

scores, accounting for 41% of 385 de�nite CDI cases in a population-based cohort study (7, 8). The hypervirulent C. 

dif�cile BI/NAP1/027  strain causes 30,000 deaths and $4.8 billion in inpatient costs yearly in the United States (9). 

CDI clinical manifestations range from asymptomatic carrier stages, abdominal pains, mild diarrhea, fever, nausea 

and vomiting, dehydration, abdominal distension, hypoalbuminemia, pseudomembranous colitis, toxic megacolon, 

colon perforation, intestinal paralysis, kidney failure, systemic in�ammatory response syndrome, septicemia, and death 

(10). Major risk factors for CDI include senior age (>65 years) and the use of antibiotics, such as ampicillin, amoxicillin, 

cephalosporins, clindamycin, and �uoroquinolones (11). In this review, we will interpret the virulence of the pathogen, 

symptoms, diagnosis, and treatments of CDI to summarize the current understanding and containment of CDI.

2. Pathogenicity
The pathogenicity of C. difficile partly depends on its ability to secrete toxins into epithelial intestinal cells via 

receptor-binding endocytosis (12). Most C. dif�cile expresses     the pathogenicity locus (PaLoc), which is a 19.6 kb 

long DNA section, encodes two types of  toxins, tcdA and tcdB, as well as two regulatory proteins, tcdR, tcdC, and 

holin-encoding gene tcdE (13) (Figure 1). Toxins A and B both inactivate Rho GTPases, independently leading to the 

pathogenicity of CDI (14). Or they work in a synergistic manner when tcdB concentration ≥10 ug/mL for rabbit small 

intestine samples (15). TcdB is eventually shown to be a more potent cytotoxin than enterotoxin tcdA. Riegler et al. 

found that tcdB at a low concentration of 3nM reduced the potential difference, short-circuit current, and resistance 

of human colonic mucosa to a similar extent caused by tcdA at a concentration of 32nM (76, 58, and 46% for tcdB, 

respectively; 76, 55, and 47% for tcdA, respectively) (16). Lyras and his colleagues showed that hamsters infected 

by tcdA+/tcdB- C. dif�cile were more likely to survive than those with tcdA-/tcdB+ strains (79% vs. 6%, P=.001) (17). 

Notably, the lack of  anti-sigma factor tcdC negatively regulating the gene expression of PaLoc also contributes to the 

toxigenicity of C. dif�cile (18). Meanwhile, some strains of C. dif�cile possess a 6.2 kb long chromosomal site called 

CdtLoc coding for binary toxin C. dif�cile transferase (CDT),  which depolarizes actin �laments and interferes with actin 

cytoskeletons in the colon (19). Moreover, the spore-forming lifecycle of C. dif�cile contributes to its virulence (20).             

Transmitted oral-fecally, C. difficile spores primarily survive the acidic gastric juice in the stomach, germinate or 

outgrow after being stimulated by bile acids in the small intestine, and colonize and produce toxins in the colon, 

thereby leading to the death of intestinal cells (21) (Figure 2)

Clostridium Difficile
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Figure 1. Organization of toxin genes. a. TcdA and tcdB are indicated by blue arrows;regulatory genes are in light 

green (tcdR) or red (tcdC); and holin-encoding gene tcdE is in dark green. The direction of the arrows re�ects the 

direction of transcription. TcdR positively regulates expressions of itself, tcdA, and tcdB (brown arrows). TcdC is an anti-

sigma factor  that negatively regulates toxin expression. b. CdtA and cdtB are in blue. The positive regulatory gene 

cdtR is in light green. (Credit: https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5812492/#bib119)

Figure 2. Structure of the spore and life cycle. a. The robust properties of the spore are due to its multi-layered 

structure, including the dehydrated dense core, the extremely impermeable inner membrane and the germ cell wall, 

the cortex, the second membrane, the protein coat, and the exosporium, from the inside to the outside. b. The step-

by-step sporulation pathway includes asymmetric septation, genome transfer into the nascent spore, the forespore 

being engulfed by the mother cell, DNA compact, core dehydration, cortex and protein coat synthesis, and the lysis of 
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the mother cell. (Credit: https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9815241/)

3. Diagnoses
The diagnosis of CDI is based on the presence of particular toxins, antigens, or pathogens in stool samples (22). The 

majority of detecting techniques include glutamate dehydrogenase immuno-enzymatic assays (EIA for GDH) with 

high NPV but interpretation errors, nucleic acid ampli�cation testing (NAAT) with high sensitivity but the potential of  

overdiagnosis, cell cytotoxicity that is the gold standard, stool cytotoxicity assay (CTA) which is rarely used because of 

the lack of standards and long turnaround time (23). According to the European Society of Clinical Microbiology and 

Infectious Diseases (ESCMID), the reasonable algorithm of different methods obtains the most accurate result  (23) 

(Figure 3, Table 1).

Figure 3. Flow chart of CDI diagnosis. (Credit: https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6570665/)

Table 1. The percent sensitivity, percent specificity, and comment for immuno-enzymatic assays for glutamate 

dehydrogenase, nucleic acid ampli�cation testing, cell cytotoxicity, toxigenic culture, immuno-enzymatic assays for 

toxins A and B, and colonoscopy.
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Figure 3. Flow chart of CDI diagnosis. (Credit: 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6570665/) 

Table 1. The percent sensitivity, percent specificity, and comment for immuno-enzymatic 

assays for glutamate dehydrogenase, nucleic acid amplification testing, cell cytotoxicity, 

toxigenic culture, immuno-enzymatic assays for toxins A and B, and colonoscopy. 

Test Percent 
Sensitivity 

Percent 
Specificity 

Comment 

EIA for GDH 71-100% 67-99% Compared w/stool culture 
NAAT 88-100% 88-97% Most rapid sensitive test, most expensive 
Cell Cytotoxicity 77-86% 97-99% Considered a gold standard 
Toxigenic 
Culture 

95-100% 96-100% The more sensitive of the 2 " gold standards" 

EIA for Toxins 
A and B 

67-92% 93-99% vs. cell cytotoxicity 
60-89% 93-99% vs. toxigenic culture 

Colonoscopy 50% 100% For detection of pseudomembranous colitis and 
diagnostic sample 

EIA for GDH: immuno-enzymatic assays for glutamate dehydrogenase; NAAT: nucleic acid ampli�cation testing; EIA 

for toxins A and B: immuno-enzymatic assays for toxins A and B.
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4. Containment
Once CDI is confirmed, the infection is controlled via quarantine, gloves and gowns, hand hygiene with soap and 

water, and terminal room cleaning (24). Treatments for CDI comprise traditional antibiotics, including metronidazole, 

fidaxomicin, vancomycin, and fecal microbiota transplantation (FMT), recommended by the Infectious Diseases 

Society of America (IDSA) and the Society for Healthcare Epidemiology of America (SHEA) (24). The �rst-line antibiotic 

for nonsevere CDI or severe rCDI cases in ESCMID guidelines is metronidazole diffusing into anaerobic bacteria and 

deactivating cysteine-bearing enzymes (31). A meta-analysis showed that metronidazole had clinical success rates 

of 72%, which was inferior to vancomycin (79%) (25). As a narrow-spectrum, bactericidal antibiotic for Gram-positive 

bacteria, �daxomicin is more effective than vancomycin (71% vs. 61%) and reduces CDI recurrence percentage to 15 to 

20% (25, 26). In severe cases, vancomycin is prescribed with a 25% chance of developing rCDI and takes bactericidal 

effects by attacking   peptidoglycans in bacterial cell walls (26, 27). Fecal microbiota transplantation (FMT) can correct 

gut dysbiosis and induce probiotics by placing stool from healthy donors into patients’guts with low rCDI rates (28). 

A randomized controlled study illustrated that 81% of patients with ≥3 episodes of CDI had resolution after one FMT 

infusion, signi�cantly higher curing rates than oral vancomycin alone (31%, P<0.001) and vancomycin and bowel lavage 

(23%)    (29). However, FMT potentially transmits other infectious agents; therefore, step-by-step cautious preparation 

of stool and recipient is necessary for FMT effectiveness (30) (Table 2).

Table 2. The �rst choice, second choice, third choice, and nonantibiotic treatments for the �rst episode of nonsevere 

CDI, the second episode of CDI, the severe episode when oral treatment is not possible, the �rst recurrence of CDI, 

and multiple recurrences of CDI.
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Table 2. The first choice, second choice, third choice, and nonantibiotic treatments for the 

first episode of nonsevere CDI, the second episode of CDI, the severe episode when oral 

treatment is not possible, the first recurrence of CDI, and multiple recurrences of CDI. 

Episode First Choice Second Choice Third Choice Nonantibiotic 
Treatment 

First 
episode of 
nonsevere 
CDI 

Metronidazole orally 
500 mg three times a 
day for 10 days 

Vancomycin orally 125 
mg four times a day for 
10 days 

Fidaxomicin 
orally 200 
mg two 
times a day 
for 10 days 

For mild cases; stop 
inducing antibiotics 
and observe clinical 
response at 48 hours 

Severe 
episode of 
CDI 

Vancomycin orally 125 
mg four times a day for 
10 days 

Fidaxomicin orally 200 mg 
two times a day for 
10 days 

 
In case of colon 
perforation or severe 
systemic 
inflammation, surgery 
is indicated 

Severe 
episode 
when oral 
treatment is 
not possible 

Metronidazole 500 mg 
three times a day and 
oral vancomycin 500 
mg four times a day for 
10 days 

  
In case of colon 
perforation or severe 
systemic 
inflammation, 
abdominal surgery is 
indicated 

First 
recurrence 
of CDI 

Vancomycin orally 125 
mg four times a day for 
10 days 

Fidaxomicin orally 200 mg 
two times a day for 
10 days 

  

Multiple 
recurrences 
of CDI 

Fidaxomicin orally 200 
mg two times a day for 
10 days 

Vancomycin orally 125 
mg four times a day for 
10 days, followed by 
vancomycin pulse strategy 
or taper strategy 

 
FMT added to 
antibiotic treatment 

CDI: C. difficile infection. 

Conclusions 

In summary, we reviewed the pathogenicity of Clostridium difficile, which is attributable 

to PaLoc and CdtLoc gene expression, the resistance of spores, and oral-fecal transmission, 

various symptoms, ranging from mild diarrhea to death, risk factors, such as age and 

antibiotic therapy, four types of diagnosis, and two groups of treatments of CDI. However, 

CDI: C. dif�cile infection.
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5. Conclusions
In summary, we reviewed the pathogenicity of Clostridium dif�cile, which is attributable to PaLoc and CdtLoc gene 

expression, the resistance of spores, and oral-fecal transmission, various symptoms, ranging from mild diarrhea to 

death, risk factors, such as age and antibiotic therapy, four types of diagnosis, and two groups of treatments of CDI. 

However, current therapies reveal different issues and require improvement. Speci�cally, fewer antibiotics should be 

applied. FMT is a promising solution. Moreover, scientists should establish a global monitoring network to summarize 

existing antibiotics and inspire new ones.
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Discuss the Pathogenicity and Clinical 
Relevance of the Following Bacteria: 

Mycobacterium Tuberculosis 
YUNZHEN GONG (Jenica) 

Discuss the pathogenicity and clinical relevance of the following bacteria: Mycobacterium tuberculosis.

Mycobacterium tuberculosis (Mtb) is an intracellular bacterial pathogen �rst discovered in 1882 by Robert Koch (19). 

As the etiological agent of tuberculosis (TB), Mtb is a leading cause of human disease and death (5). According to the 

report released by WHO, an estimated 10·6 million people and 10· 1 people became ill with TB in 2021 and 2020 

respectively (24) (Fig. 1).

Fig. 1 “Global trend in case noti�cations of people newly diagnosed with TB, 
2015-2021” (World Health Organization)

Mtb most commonly affects the lungs, but it can also affect other parts of the body, including the kidney, spine, and 

brain. There are two TB-related conditions: latent tuberculosis infection (LTBI) and TB disease, which can be fatal if not 

treated properly ( 15). This essay aims to review previous and recent research into Mtb in terms of pathogenicity    and 

clinical relevance, with a focus on its structure, properties, toxin, and transmission, as     well as providing an overview 

of the diagnosis and symptoms of TB disease, along with its  treatment and antimicrobial resistance.

1. Pathogenicity
1.1. Classification and Structure

Mtb is a non-spore-forming, aerobic, rod-shaped bacilli that is neither gram-positive nor gram-negative due to its cell 

wall that is rich in lipids and waxes, primarily mycolic acid, which makes the cells impervious to Gram staining. Acid-

fast techniques are used instead where Mtb appears bright red to intensive purple with green or blue background 

(1). The Mtb cell wall is comprised of mainly mycolic acid, cord factor, and Wax-D, and consists of two segments: the 

outer part and core of the cell wall (7). The core of the cell wall is made up of  peptidoglycan (PG), covalently attached 

with arabinogalactan (AG) and mycolic acids subsequently, forming the mycolyl arabinogalactan-peptidoglycan 

(mAGP) complex. The upper part is composed of free lipids which are linked with fatty acids. Mostly this part is 

made up of different cell wall proteins, the Phosphatidylmyo-inositol mannosides (PIMs), Lipomannan (LM), and 

Lipoarabinomannan (LAM). These proteins along with lipids and glycoconjugate lipids act as effector molecules of the 

signaling process, and the insoluble core is essential for the viability of the cell (8) (6).

1.2. Toxins and Virulence factors

Mtb does not produce a known exotoxin or endotoxin. The tuberculosis necrotizing  toxin (TNT), which is the 

C-terminal domain of the outer membrane protein CpnT, a NAD+glycohydrolase, is its key cytotoxicity component in 
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Fig. 2 “Global and regional estimates of TB incidence, numbers (in thousands) and 
rates (per 100 000 population) in 2021” (World Health Organization)

macrophages. Aside from the C-terminal, CpnT contains another terminal called the N-terminal, which is essential for 

TNT secretion (9). TNT reaches the cytoplasm of infected cells after being released and triggers necroptotic cell death 

by depleting NAD+ (2).

The key virulence factors of Mtb, rather than toxin, are associated with its cell wall composition and ability to resist the 

host immune response, including the mycolic acid, LAM, and ESX 1 secretion system (26). Mycolic acid generates a 

waxy layer around the bacteria that protects it against several host factors as well as many antibiotics, including beta-

lactamases. LAM's biological activities include, inhibition of interferon-gamma-mediated macrophage activation, 

induction of macrophage cytokine production and release, and suppression of T-cell proliferation (27). The ESX 1 

secretion system aids in the secretion of proteins and enzymes which help in phagosome survival and mediates the 

delivery of bacterial products such as TNT into the macrophage cytoplasm (2).

1.3. Transmission

Mtb is mainly transmitted through the air. When an infected individual coughs, sneezes, talks, or spits, saliva droplets 

containing Mtb are propelled into the air and can be inhaled by a neighboring person. These tiny particles then enter 

the lower airways, followed by phagocytosis of the Mtb, intracellular multiplication, latent contained phase of infection, 

and �nally the active lung infection (10).

2. Clinical relevance
2.1. Prevalence

As mentioned above, the disease caused by Mtb—which typically affects the lungs— is tuberculosis. Young adults, 

people living in developing countries, and people with weakened immune systems, such as those who smoke or 

have HIV, are at higher risk of contracting TB (16). The world health organization estimates that among 10.6 million          

individuals worldwide contracted TB in 2021, 6.7% of them were HIV-positive individuals.(25) (Fig. 2).

2.2. Diagnosis

Tuberculosis skin tests (TST) and Interferon-Gamma Release Assays (IGRA) are the standard methods for identifying 

infected individuals ( 13). A positive TST or IGRA only indicates that an individual has been infected with Mtb so 

additional tests such as a chest x-ray and sputum analysis are needed to determine whether the infection is latent (3). 
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Moreover, patients with positive TB tests should also be tested for HIV within 2 months of diagnosis since it is a major 

risk factor (12).

2.3. Treatment and Antimicrobial resistance

The type of treatment applied depends on whether LTBI or active TB is detected. Isoniazid, rifampin, rifabutin, 

rifapentine, pyrazinamide, and ethambutol are common drugs used to treat tuberculosis ( 11). The standard drug 

therapy regimen for latent TB infection typically involves the use of a single antibiotic, usually isoniazid or rifabutin, 

for a speci�ed duration, which lasts 9 months for most adults and infants and 6 months for certain individuals, such 

as those without HIV infection ( 17) (18). The standard treatment for TB disease involves a combination of antibiotics, 

typically referred to as Directly Observed Therapy. In the initial phase of treatment which lasts for two months, 

isoniazid, rifampin, pyrazinamide, and ethambutol are administered simultaneously. After the initial phase, the   

continuation phase which typically involves isoniazid and rifampin begins, lasting for an additional four months (28).

Three strains of TB are resistant to the drugs mentioned above: multi-drug resistant TB which is resistant to both 

isoniazid and rifampicin, which are first-line drugs; Extensively drug-resistant TB which is resistant to isoniazid, 

rifampicin, a fluoroquinolone, and at least one of three injectable second-line drugs (23); Total drug-resistant TB 

where the TB strain is  resistant to all �rst-line and second-line drugs (21). Although Total drug-resistant TB is not    yet 

recognized by the WHO, extreme cases like this still pose a signi�cant challenge to TB     control and treatment.

2.4. Vaccine

Bacille Calmette-Guérin (BCG) is currently the only licensed vaccine for TB disease. The BCG vaccine is an attenuated 

strain of Mycobacterium bovis that activates the innate immune system and induces changes in the pattern of histone 

modi�cations of speci�c genes in innate immune cells (14). However, the BCG vaccine only partially protects infants 

and children from severe types of TB, but ef�cacy in adults and certain strains varies (20). Therefore, to implement the 

WHO’s "End TB strategy", a vaccine that is more consistently ef�cacious than BCG in both adolescents and adults is 

required. However the design of a new replacement or booster vaccine is dif�cult, because of a lack of understanding 

to the variable  ef�cacy of BCG and the complex host-pathogen interaction, as well as a lack of animal models that 

accurately represent the human heterogeneous response against Mtb (4).
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Non-Covalent Interactions in 
Drug Delivery Systems: Delivery of 

mRNA Vaccines
ANG LI (Max) 

1. Discussion
There are more and more applications of non-covalent interactions in the area of drug delivery, one example is in 

the delivery of mRNA vaccine. mRNA vaccine is one of the various vaccines developed during the covid-19. Now the 

developed mRNA-based coronavirus vaccine from P�zer and BioNTech has been given approval from the US Food 

and Drug Administration.

To protect the weak mRNA molecules from the repulsion between mRNA molecules and cell membrane and the easy 

degradation of mRNA molecules, a delivery vector is developed, called lipid nanoparticles (LNPs). This vector consists 

of four components, an ionizable lipid, cholesterol, a helper phospholipid and a PEGylated lipid.

Among them, the most important component is the ionizable lipid. When preparing LNPs in vitro, it is under acidic 

environment. There will be protons in the solution, which will combine with the amino group in the ionizable lipid, 

make it charged positively (proton combines with the lone pair on nitrogen atom by dative bond). This positively 

charged ionizable lipid can form electrostatic interaction with the negatively charged phosphate group on the mRNA. 

Now they are combined in vitro.

LNPs have an outer membrane structure similar to the cell membrane consisting of the above four components. There 

are some strong covalent bonds, but also a hydrophobic interaction between the hydrophobic carbon chains of the 

three lipid components and the cholesterol which all contain hydrophobic part. Through this hydrophobic interaction 

and some other covalent bonds, the whole LNPs are able to be stable. 

The above operation is all under acidic environment. To make it suitable for human body’s environment, the solution 

will carry out diffusion with neutral solution against a semipermeable membrane, to make the solution containing LNPs 

become neutral.

When the LNPs carrying mRNA molecules enter human body, the whole particles will enter target cell by endocytosis. 

After endocytosis, the particles inside cell will be surrounded by a layer of cell membrane, the whole structure is called 

endosome. Inside the endosome, the solution environment is becoming more and more acidic. This provides protons 

for the ionizable lipids in the outer layer of LNPs. Then the ionizable lipids are positively charged again, which enable 

them to form electrostatic interaction with the negatively charged phosphate group of the membrane of endosome. 

After the fusion, the endosome is opened and mRNA molecules are able to come out to the cytoplasm.  

As mRNA molecules enter the target cell, they will be translated to produce proteins, which are the antigen of the 

certain virus. Then the immune response can be triggered to produce memory cells for long period precaution.

For all the non-covalent interactions in this topic, no matter in the outer membrane of LNPs or between the ionizable 

lipids and mRNA molecules, they all show the characteristics of this kind of interactions: easy to form and easy to 

break.

The delivery of mRNA molecules is just a temporary process. The combination between LNPs and mRNA needs to be 

easy to form, the mRNA molecules inside the target cells need to be easy to release. This shows the signi�cance of 

supramolecular chemistry.
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Structure of LNPs encapsulating mRNA 
molecules

Structure of one popular ionizable lipid
 (R groups are hydrophobic carbon chains)

The process of endocytosis (the left side of the picture is 
the endocytosis of LNPs)
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Signs of a Head Injury and Their 
Relationship to Cranial Nerve 

Functions
Jasmeh Kaur Thethi 

1. Introduction
There are many signs and symptoms a patient might develop after head injury, which relates to the functions of the 

cranial nerves. The cranial nerves are vulnerable following head trauma because many of them run across the surface 

of the skull and are only shielded by the muscles and tissues of the face. Nerves can also be damaged by broken facial 

and skull bones, and depending on the type of the injury, the effects of cranial nerve injury might be short-term or 

permanent (Hvingelby, 2022). These injuries may result in numerous symptoms, and understanding this association 

is important for giving patients the best treatment and recovery possible. To begin with, before discussing the 

relationship between head injuries and cranial nerves, it is necessary to understand their basic functions and injuries 

associated with it. A Traumatic Brain Injury (TBI) is a common head injury associated with disrupting the functions 

of the cranial nerves which results from a blow to the head. The cranial nerves are a group of twelve-paired nerves 

in the back of the head that transmit electrical signals between the brain, face, neck, and torso, and are frequently 

represented by roman numerals. Each nerve pair divides among the two sides of the brain and body, assisting with 

motor, sensory, and autonomic tasks (Cleveland Clinic, 2021). 

• Olfactory (I): Sense of smell. 

• Optic (II): Transmits visual data from the eye to the brain. 

• Oculomotor (III): Controls the size of the pupils and its reaction to light. 

• Trochlear (IV): Downward and inward eye movement. 

• Trigeminal (V): Touch sensation to the face, controls chewing muscles. 

• Abducens (VI): Eye's lateral mobility. 

• Facial (VII): Moves the muscles that make facial emotions, gives the front two-thirds of the tongue a feeling of 

taste. 

• Auditory-Vestibular (VIII): Balance and the sense of hearing. 

• Glossopharyngeal (IX): Regulates the muscles of the neck, the salivary glands, and the back third of the tongue. It 

also perceives variations in blood pressure and transmits it to the brain. 

• Vagus (X): Controls autonomic processes (heart rate, digestion, breathing). 

• Spinal Accessory (XI): Neck and throat muscles and shoulder movement. 

• Hypoglossal (XII): Enables speech through tongue movement (Hvingelby, 2022). 

Symptoms of brain injury have a strong connection to the functions of the cranial nerves, which are sensitive during 

head trauma. Many of them run over the surface of the skull and are only protected by facial muscles and tissues 

(Hvingelby, 2022). Brain damage disrupts neural circuitry by killing neurons and disrupting their connections. This 

includes the cellular extensions (dendrites and axons) through which neurons receive and transmit messages via 

neurotransmitters (Pekna, 2012). Damage to a speci�c nerve can cause the following: 

• Olfactory Nerve (I): Anosmia (loss of smell), hyposmia (decreased capacity to smell), and hypersomnia (increased 

sensitivity to the sense of smell) (Physiopedia, n.d.). 

• Optic Nerve (II): Partial vision loss. 
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• Oculomotor (III), Trochlear (IV), and Abducens (VI) Nerves: Diplopia (double vision) (Kaufman, 2017). 

• Trigeminal (V), Facial (VII), Glossopharyngeal (IX), and Vagus (X) Nerves: Facial numbness, issues chewing food, 

dif�culty swallowing. 

• Auditory-Vestibular Nerve (VIII): Problems maintaining balance. 

• Spinal Accessory Nerve (XI): Weakness in shoulder and neck muscles (Hvingelby, 2022). 

While there are direct ways a head injury can affect the cranial nerves, this can also happen indirectly through bleeds 

and raised intracranial pressure. Intracranial pressure, also known as intracranial hypertension, “is a spectrum of 

neurological disorders where cerebrospinal �uid (CSF) pressure within the skull is elevated,” (Sharma, Hashmi, Kumar, 

2023). The optic nerve may swell as a result of the elevated intracranial pressure, which could impair vision (Mayo 

Clinic, 2019). 

There are numerous symptoms a patient might develop after a head injury, all depending on its severity. Although 

these symptoms can be categorized into different categories, the main symptoms are physical and can be seen in a 

conscious patient:  

• Physical: dif�culty maintaining balance, brief losses of consciousness, disorientation, memory loss, attention issues, 

blurred vision and sensitivity to light, facial weakness or paralysis (injuries to cranial nerve VII), dif�culty swallowing/

speaking, and hearing impairment. 

Some of these symptoms could be challenging to distinguish from those of other medical conditions. Headaches 

that worsen, numbness/weakness, vomiting repeatedly, odd behavior, speaking in a different manner, and loss of 

consciousness are some of the warning symptoms to look out for (CDC, 2021). 

However, there are signs a patient is experiencing cranial nerve damage while they are unconscious. If the patient’s 

pupils are dilated and unresponsive, it is possible that the oculomotor nerve is being compressed. If the patient’s 

neck is stiff, it may be because of raised intracranial pressure. Furthermore, if the patient is in a coma, it’s best 

to check their motor responses, pupillary light re�exes, and corneal re�exes. An absence of a corneal re�ex could 

indicate damage to the trigeminal nerve and facial nerve (NCBI, n.d.). 

Head traumas can result in a variety of symptoms, some of which are directly related to cranial nerve functions. 

Understanding these connections is critical for healthcare workers to appropriately assess head trauma patients and 

provide suitable treatments. Thorough examination and personalized therapy can help enhance the recovery process 

and provide the best outcome possible for patients experiencing head trauma. 

Additional Information – Acronym to remember the 12 Cranial Nerves: On Old Olympus' Towering Top A Fully 
Armored Greek Ventured A Hop.
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This essay explores two drugs used in anaesthesia, ketamine and nitrous oxide, focusing on how physical properties 

re�ect upon anaesthetic usefulness.

1. General Properties of Ketamine
Ketamine is commonly seen as a white crystalline powder with a pKa of 7.5 (Orser, Pennefather & MacDonald, 1997) 

and melting points at approximately 260 degrees centigrade (Sinner & Graf, 2008). The molecule is hydrophilic and 

lipophilic at physiological pH (Kurdi, Theerth & Deva, 2014). The carbonyl group on the cyclohexanone ring forms 

hydrogen bonds with water, increasing the molecule’s hydrophilicity. The benzene ring, cyclic carbon chain and 

methyl group add to lipophilicity.

Two Drugs Used in Anesthesia

Chemical structure of ketamine’ (Sinner & Graf, 2008)

The drug is injected into the body as a solution and takes effect soon after entering circulation. Hydrophilicity 

allows ketamine to be absorbed thoroughly into the bloodstream, while lipophilicity renders quick crossing of lipid 

membranes. Metabolism of ketamine occurs mainly in the liver (Panos Zanos et al., 2018), meaning that the drugs 

retain potency upon reaching the brain.

2. Antagonistic Effects of Ketamine at NMDAR
Ketamine introduces a dissociative state, where the patients appear unconscious, amnesic and deeply analgesic. The 

effect is commonly attributed to the drug’s interactions with NMDA receptors found on most cells in the central 

nervous system  (Mion & Villevieille, 2013). The activation of NMDARs allows an in�ux of Calcium ions, depolarizing the 

neuron and initiating complex intracellular processes. Inhibition by ketamine depresses the activity of the cell and the 

central nervous system.

Agonists of the NMDA receptor open the ligand-gated ion channel. The presence of agonists, however, does not 

warrant depolarisation. At resting membrane potential, a Magnesium ion is locked in the channel pore by electrostatic 

force, blocking the passage of ions, and is only ejected when the cell is suf�ciently depolarised. Only in the presence 

of agonists and the absence of the Magnesium blocker will a current be present.

Ketamine antagonises NMDAR by limiting the channel’s opening time or opening frequency (Orser, Pennefather & 

MacDonald, 1997), reducing the extent of depolarization.
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One antagonising mechanism is uncompetitive inhibition by binding to an ntrachannel site and preventing ion �ux. 

The binding and dissociation of ketamine from the intrachannel site requires an open channel. After agonists bind to 

NMDAR and depolarisation occurs, the channel activates brie�y and is then blocked by ketamine, reducing channel 

opening time.

Glutamate-Dependent Mechanisms (Mion & Villevieille, 2013)

‘A Model of “Drug Trapping”’  (Orser, Pennefather & MacDonald, 1997)
‘The rates of channel opening and closing are α and β, the rates of association and

dissociation of the blocker are k+B  and k-B, and [A] and [C] are the concentrations of agonist
and blocker, respectively. ’

Additionally, ketamine reduces the number of activatable channels and limits opening frequency. On channel opening, 

the ketamine blocker binds to the intrachannel site. If the agonists disassociate from the receptors while the blocker 

is still in place,  ketamine cannot dissociate and becomes trapped in the channel. The channel is now in a closed and 

blocked state. Only upon rebinding of agonists and further dissociation of ketamine will an ion channel be reactivated 

(Orser, Pennefather & MacDonald, 1997). The increase in af�nity of the drug to the target protein when the protein is in 

an active state is known as a use-dependent block, commonly seen in local anaesthetics that block sodium channels. 

This mechanism potentially maximises drug ef�cacy by inhibiting signals that signi�cantly contribute to sensory and 

motor functions, while leaving out the rest.
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Ketamine solution contains equal amounts of two enantiomers known as S-ketamine and R-ketamine. Studies have 

shown that S-ketamine is more potent than the latter,  possibly due to its greater af�nity to the intrachannel binding 

site (Kohrs & Durieux, 1998).

Another mechanism for NMDAR inhibition is non-competitive inhibition. The lipophilicity of ketamine allows the drug 

to bind to a hydrophobic site on the channel, reducing the number of excitable channels.

3. General Properties of Nitrous Oxide (N₂O)
Nitrous Oxide is a polar molecule existing as a colourless, sweet-smelling gas used in anaesthesia. It is known for its 

analgesia and anxiolysis effects (Emmanouil & Quock, 2007), along with a history of safety of use (Becker & Rosenberg, 

2008), demonstrated by its fast onset of action, rapid termination of effect and low potency.

4. Analgesic and Anxiolytic effects of Nitrous Oxide
Nitrous Oxide produces analgesic and anxiolytic effects similar to morphine and benzodiazepines.

N2O relieves pain by stimulating the release of endogenous opioid peptides (Emmanouil & Quock, 2007) instead of 

directly acting on opioid receptors, supported by the observation that morphine-tolerant animals show cross-tolerance 

to N2O unilaterally. Opioid peptides no longer produce the same level of effect when binding to desensitised 

receptors in animals with morphine tolerance (Goodsell, 2005). N2O   tolerance, on the other hand, is attributed to the 

depletion of opioid peptides rather than changes induced on the receptor level.

5. Solubility of Nitrous Oxide, Onset of Action and Reversibility
The onset of action or effect is the time it takes for a drug to produce a noticeable effect. In the case of N2O, it is the 

time it takes for suf�cient amounts of the gas to act upon opioid receptors of the nervous system. This is measured 

to be within 10 minutes, making nitrous oxide one of the fastest-acting inhalation anaesthetics (Becker & Rosenberg, 

2008).

‘Structural Formulas of Two Enantiomers of Ketamine’ (Kohrs & Durieux, 1998)

‘Relative Onset of Effect ’ (Becker & Rosenberg, 2008)
FI : inspired gas tension, the partial pressure of the gas throughout 
body tissues; FA : alveoli gas tension, the partial pressure of the 
gas in the alveoli. ‘Nitrous oxide achieves approximately 90% 
equilibrium within 10 minutes’
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This fast onset of action can be explained by its low blood : gas and fat : blood partition coefficients of 0.47 and 

2.3, respectively. Partition coefficients measure the  ratio between a substance’s concentration in two contacting 

mediums at equilibrium  (Pawson & Forsyth, 2008). The blood : gas and fat : blood partition coefficients show the 

relative solubility of N2O in respecting mediums and tissues, that being inhaled gases, the blood and neural tissue.

Under a unidirectional partial pressure gradient, the lower the solubility of a gas in the medium of lower partial 

pressure, the faster the equilibrium is reached and the medium saturated. Upon administration into the alveoli, 

the partial pressure gradient   pushes N2O from the lungs into the bloodstream. N2O concentration in the proxy       

bloodstream increases until partial pressures equalise. Blood saturated with nitrous oxide then pushes into circulation 

until it reaches neural tissue, where the process repeats. Upon reaching nerve tissues concentrated with lipids, N2O 

acts on receptors  and the anaesthetic effect takes place.

Elimination of the gas occurs in reverse. When administration halts, the direction of the partial pressure gradient 

reverses and the drug is rapidly removed from the system. This makes nitrous oxide suitable for operations that require 

intermittent alterations (Becker & Rosenberg, 2008) with its fast onset and termination of action.

6. Potency of Nitrous Oxide

N2O is considered the least potent inhalation anaesthetic as it has little in�uence on respiratory and cardiovascular 

functions compared with more potent anaesthetics (Becker & Rosenberg, 2008). This is reflected by the gas’s 

minimum alveolar concentration, an indicator of relative potencies of anaesthetic gases, and low lipid  solubility (Becker 

& Rosenberg, 2008).

The minimal alveolar concentration, or MAC, measures the concentration of the drug required to suppress motor 

response to a noxious stimulus. With a MAC of 104, nitrous oxide is often administered with other central nervous 

system depressants to   produce reliable anaesthetic effects (Becker & Rosenberg, 2008).

The linear structure of nitrous oxide produces momentary dipoles, making the molecule sparingly soluble in lipids. 

Since the mechanism of action of nitrous oxide involves passing through lipid membranes to stimulate the release of 

opioid peptides, this low lipophilicity hinders diffusion across the membrane, limiting the ef�cacy of nitrous oxide.

‘Meyer-Overton graph of potency versus lipid solubility’ (Cross & Plunkett, 2014)
log10MAC is inversely related to drug potency;

log10 Oil:Gas partition coef�cient measures lipid solubility.

The unreachable MAC and low lipophilicity are in line with observations that gave   rise to the Meyer-Overton 

hypothesis: For most molecules that diffuse through membranes, lipid solubility relates to membrane permeability, 

predicting the potency of the anaesthetic. The low potency and reversible nature make nitrous oxide one of  the safest 

inhalant anaesthetics used in medical settings.
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1. Introduction

Suppose you are confronted with a decision that needs to be made in seconds, it would be impossible to pore over 

each piece of data and forecast potential outcomes. This is precisely when heuristics - mental shortcuts or "rules of 

thumb" - become invaluable for processing information and guiding our decision-making process. In the context 

of cognitive psychology, three primary types of heuristics signi�cantly in�uence the way decisions are made. These 

include representativeness heuristics, availability heuristics, and anchoring bias (Tversky & Kahneman, 1974). Although 

they all function as cognitive shortcuts, the underpinning mechanisms of each are diverse and distinct from one 

another. To delve deeper and have a better understanding, this essay will speci�cally illuminate how representativeness 

heuristics operate and how they manipulate the mind of decision-making.

2. Ways representativeness heuristics influence decision-making
The �rst way that representativeness heuristics impact how decisions are made is by predisposing people to favor 

elaborate, scenario-speci�c descriptions over more general ones, despite the fundamental probability indicating that 

the latter is more likely. A clear example of this bias can be found in the Reader Survey conducted by Tversky and 

Kahneman (1982). In this survey, a description of a woman named Linda is provided:

"Linda is 31 years old, single, outspoken, and very bright. She majored in philosophy. As a student, she was deeply 

concerned with issues of discrimination and social justice, and also participated in antinuclear demonstrations."

Following this, survey participants were asked to select the most plausible option from two possibilities:

1. Linda is a bank teller.

2. Linda is a bank teller and is active in the feminist movement.

In de�ance of basic probability principles, a signi�cant proportion of people felt that Linda was more likely to be a 

feminist bank teller rather than just a bank teller. This intuition starkly contradicts the conjunction principle in Statistics, 

which states that the probability of two events occurring simultaneously (in this case, Linda is a bank teller and a 

feminist) is always lesser than the probability of either event happening independently, which is also illustrated in the 

Venn Diagram below. Despite this, our representativeness heuristic leads us to believe that Linda is a feminist bank 

teller because the added detail makes this description more representative of the image we've formed of her. In 

essence, people tend to opt for the more detailed option as it aligns more closely with their mental representation of 

the situation, overlooking the greater likelihood of a more generic scenario. 

Delving Into Representativeness 
Heuristics: Influences on

Decision-Making

Figure 1. Venn Diagram showing the possibility of each scenario with P(B) randomly 
assigned to a value between 0 and 1 71



Another notable way that the representativeness heuristic in�uences decision-making is by leading us to heavily rely 

on how well something conforms to our existing prototypes while overlooking base rate information. For instance, if 

we encounter a slim, short man who wears glasses and enjoys poetry, we might immediately presume that he's likely 

a professor due to the stereotype that these characteristics �t. However, statistically speaking, he's more likely to be 

a truck driver, simply because there are more truck drivers than professors in this world. This example underlines how 

we tend to omit considering base rate information when making decisions, often resulting in inaccurate judgments. 

Such tendencies are not exclusive to laypeople but can also affect professionals, including doctors. For example, 

as demonstrated by Brannon and Carson (2003), physicians are not immune to the pitfalls of representativeness 

heuristics. When tasked with diagnosing patients who present symptoms indicative of a heart attack but had recently 

experienced stress, they were more likely to provide less severe diagnoses, attributing these symptoms to the recent 

stressful event rather than a potential heart condition. They neglected the high probability of cardiovascular damage, 

illustrating how easily representativeness heuristics can lure even trained professionals into diagnostic errors.

While representativeness heuristics can lead to biases and inaccuracies, they also play an important role in decision-

making, particularly when time and cognitive resources are limited. Humans need to make innumerable decisions 

every day, and not all decisions require or allow for a detailed analysis of every single option. In these circumstances, 

heuristics act as mental shortcuts that allow us to make reasonably accurate decisions in a limited time. For instance, 

if we have to decide whether or not to cross a busy street, it would be impractical and even dangerous to calculate 

the exact speeds and trajectories of all the vehicles. Instead, we quickly categorize the situation based on past 

experiences and prototypes (e.g., "cars are moving too fast, it's not safe to cross") and make a decision accordingly. 

At the same time, education and awareness are key in mitigating the biases caused by representativeness heuristics. 

Understanding the role that stereotypes and base rates play in our perceptions, can help us make more informed 

judgments. It's not about eliminating the use of heuristics, but rather, being mindful of their limitations and improving 

our decision-making correspondingly.

3. Conclusion
Therefore, representativeness heuristics, like any other cognitive tool, is a double-edged sword: it can lead to biases 

and inaccuracies but also enables an ef�cient decision-making process; speci�cally, we know that biases are highly 

based on our tendencies to ignore fundamental probability laws. However, the goal should always be to strike a 

balance, by leveraging its bene�ts while minimizing its downsides. Eventually, representativeness heuristics and all 

other kinds of cognitive traps will no longer be a trap, instead, they will become our best toolkit to be utilized in our 

everyday lives.
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1. Introduction
The emergence and rapid development of artificial intelligence (AI) have sparked intriguing debates about the 

possibility of creating humanoid robots that can possess emotions similar to humans. This prompts two fundamental 

questions: Can we truly create machines capable of experiencing emotions akin to humans? And, are human emotions 

truly equivalent to machine emotions? Addressing these questions requires a deep exploration of the complexities 

of human emotions, the advancements in AI technology, and an understanding of the intersection between human 

and machine cognition. This paper aims to delve into these issues, analyzing the potential of creating human-like 

emotionally intelligent robots while examining the similarities and disparities between human and machine emotions. 

By shedding light on the current understanding of emotions in both humans and machines, this study aims to 

contribute to the ongoing discourse on the boundaries and possibilities of emotional intelligence in arti�cial beings.

2. Can we create humanoid robots with human emotions?
This pursuit involves integrating various disciplines, such as robotics, neuroscience, psychology, and computer science. 

Researchers have made significant progress in developing emotionally intelligent machines that can recognize 

and mimic facial expressions, make empathic responses, and even exhibit simulated emotional states. Emotional 

computing, machine learning, and cognitive architecture have paved the way for advances in emotion recognition 

and synthesis. However, despite these achievements, the question remains: Can machines really experience emotions 

in the same way that humans do, or are they simply programmed algorithms and reactions to simulate emotions? To 

answer this question, it is important to understand the nature of human emotions and the underlying mechanisms 

that produce them. Human emotion encompasses a complex set of cognitive and physiological processes that are 

in�uenced by cultural, social and personal factors. Emotions intertwine with subjective and introspective experiences 

to form an intricate tapestry of human consciousness. These experiences produce not only emotional states such 

as joy, sadness, anger, fear, love, and surprise, but also situation-dependent emotional responses. In contrast, the 

emotions expressed by machines are based on algorithms, patterns, and programmed responses derived from the 

analysis of vast amounts of data. While machines can recognize and mimic human emotions to a certain extent, 

they lack the subjective richness and deeply personal aspects that accompany human emotional experiences. This 

discrepancy raises questions about the authenticity and depth of the emotions displayed by the machines. As we delve 

further into the quest to create emotionally intelligent humanoid robots, it becomes critical to consider the limitations 

and challenges inherent in this pursuit. These challenges include the complexity of replicating conscious subjective 

experience in machines, the nuances of non-verbal communication behind human emotional expression, and the 

ethical implications of creating machines that can manipulate human emotions. By addressing these questions, we 

can gain a deeper understanding of the boundaries and possibilities of creating human-like emotionally intelligent 

machines.

3. Are Human emotions equivalent to Machine emotions?
In order to assess the equivalence between human emotion and machine emotion, it is important to examine 

the similarities and differences between the two. Human emotion is a complex, multifaceted phenomenon that is 

in�uenced by a variety of cognitive, physiological and sociocultural factors. Human emotions have important adaptive 

functions, facilitating social interaction, decision-making processes, and subjective experience. Machine emotion, on 

the other hand, is the product of computational processes and algorithms that mimic human emotional responses. 

Can We Create Humanoid Robots 
With Human Emotions?
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While machines can recognize and respond to specific emotional cues, they lack the subjective experience and 

awareness associated with human emotions. Machine emotion is based on objective analysis and pattern recognition, 

driven by programmed algorithms rather than subjectively perceived internal states. One similarity between human 

and machine emotions is the ability to recognize and classify emotional states. Advances in techniques such as 

emotional computing and natural language processing have enabled machines to detect and interpret facial 

expressions, tone of voice, and verbal content associated with different emotions. Machines can learn to categorize 

emotions using machine learning techniques and translate those classifications into appropriate responses. A 

fundamental difference, however, lies in the subjective experience attached to human emotions. Human emotions 

are intertwined with personal beliefs, values, memories, and background experiences, resulting in subjective and 

introspective elements that machines cannot replicate. While a machine can simulate the outward appearance of 

emotions, it lacks the inner subjective experience that gives depth and meaning to human emotional states. Another 

difference comes from the social and cultural aspects of human emotion. Human emotions are in�uenced by socio-

cultural norms, personal experience and social context. Cultural differences in the expression and definition of 

emotions highlight the connection between emotions and the environment experienced. In contrast, machines 

lack the ability to embed emotions in cultural and social contexts, limiting their understanding and expression of 

emotions. While machines have advanced in their ability to recognize and respond to emotions, there are fundamental 

differences between human and machine emotions. Human emotions include subjective experiences, cultural 

in�uences, and social contexts that do not exist in machine emotions. These differences raise questions about the true 

equivalence of the two, and ethical considerations about the use of emotionally intelligent machines and the potential 

impact they could have on human emotional experiences.

In conclusion, while we may not be able to fully replicate human emotions in machines, ongoing research and 

advancements in arti�cial intelligence and robotics hold the potential to create machines that exhibit programmed 

emotional responses. However, it is important to acknowledge and respect the uniqueness of human emotions and 

avoid con�ating machine responses with genuine human feelings. As the �eld progresses, ethical considerations and 

responsible development should be at the forefront to ensure the integration of emotionally advanced robots aligns 

with societal needs and values.

4. References
1.  Hawkins, J. (2004). On Intimacy, Authenticity, and Autoplastic Adaptation: Emotional Robots as Therapeutic Agents. 

CyberPsychology & Behavior, 7(2), 135-143. - The study discusses the use of emotional robots in therapy. And their 

potential for ful�lling an individual's emotional needs.

2. Picard, R. W. (2000). Affective Computing:  Challenges. International Journal of Human-Computer Studies, 59(1-

2), 55-64. - Challenges. International Journal of Human-computer Studies, 59(1-2), 55-64. - Challenges. International 

Journal of Human-computer Studies, 59(1-2), 55-64. And how to give machines emotional intelligence.

3. Breazeal, C. (2002). Designing Sociable Robots. MIT Press. - This book explores how to design robots that can 

establish an emotional connection with humans.

4. Bartneck, C., & Forlizzi, J. (2004). Affective Robots Need Genuine Emotions. Proc. of CHI 2004,  669-670. - This paper 

discusses that the design of emotional robots must have true emotions and corresponding behaviors.
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Also Google Wikipedia and Baidu search.
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KINTAT NG (Arvin)

1. Introduction
FT is an extension of Fourier series that transfer from time domain to frequency domain, which is useful for example 

when we want to �lter waves. It is dif�cult to see what the signal contains in time domain but is direct in frequency 

domain.

So it is useful to �rst look at what Fourier series is.

2. Fourier Series
We’ve known a way of using simple functions to mimic other functions which is Taylor series

But it requires f (x) has nth derivative at least and this only describe the neighbourhood around x = a. Is there any other 

expansion?

In the set of [1,sin(nx),cos(nx)], the integral of product of two different element is 0 in one period where as the product 

of two same element will be π, (or 2π if that is 1)

For example,

In 1822, Fourier claimed that any function can be expanded into a series of cosines and sines.

where f(x) is of period 2π

by the Orthogonality of the [1,sin(nx),cos(nx)]

Then we change the variable                                      and now                                      is of period 2π

Expand the g(t) and change to f (x),(skip derivation) we get:

Fourier Transformation and
its application
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Recall Euler’s Formulae                                          and change all the cos and sin into exponential (skip derivation) , 

and we have :

3. Fourier Transformation
In other words the T will tend to in�nity. T → ∞ , in order to �nd f (t) we can do the following steps:

1.  Take the                       of f(t) and expand it to periodic function               on [ ﹣∞ , + ∞ ] (such that it is of period T)

2.  expand               by Fourier series

3.  let T → ∞

consider

where        will become

Bring them together we have :

We call

Fourier Transformation F(t)

and the outer part inverse Fourier Transformation

4. Application
There are some properties that are useful and here I’ll list one of them to help solve ODEs and PDEs

F(f')=iωF(f )
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SHM:

To solve for x(t) , we �rst take the Fourier transform of both sides

The Fourier transform has turned our ordinary differential equation into an algebraic equation which can be easily 

solved

then use inverse Fourier Transformation

where
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SIRUI CHEN (Colin) 

1. What is Laplace transform?
The Laplace transform is a mathematical tool used to transform a function of real variable (usually time) into a function 

of a complex variable known as the Laplace domain.

It is widely used in engineering, physics, and applied mathematics to solve differential equations, analyze linear 

systems, and study the behavior of signals and systems.

In particular, it effectively converts an ordinary differential equation into an algebraic equation which can be 

manipulated easily.

2. How laplace Transform works
Laplace transform is the integral transform of the given derivative function with real variable t to convert into a 

complex function with complex variable s. 

For t ≥ 0, let f(t) be given and assume the function satisfies certain conditions to be stated later on. The Laplace 

transform of f(t), that is denoted by L{f(t)} or F(s) is de�ned by the Laplace transform formula:

3. Laplace transform table

Laplace Transform

Laplace transform table

(Boyd, n.d., p. 1)

79



4. Proof of some useful formulas
For f(t) = 1, F(s) = 1/s                                                For f(t) = e^(at) , F(s) = 1/(s-a)

                       For f(t) = sin(bt), F(s) = b/(s^2+b^2)                                    For f(t)= cos(bt), F(s) = s/(s^2+b^2)

5. Region of convergence
Since the implementation of Laplace transform requires the integration over an infinite domain, it is necessary to 

con�rm whether the function converges or not.

This means that the following limits must exist when applying Laplace transform.

6. Region of convergence example
The region of convergence(ROC) for f(t)=e^(at) to apply laplace transform can be interpreted as shown beside.
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7. Basic properties of Laplace transformBasic properties of Laplace transform

(M.S, 2012, p. 1)

8. Worked example of solving second order ODE

9. Bilateral Laplace Transform
The Laplace transform can also be de�ned as bilateral Laplace transform. This is also known as two-sided Laplace 

transform, which can be performed by extending the limits of integration to be the entire real axis.
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The bilateral Laplace transform F(s) is de�ned as follows:

10. Bilateral Laplace transform vs Laplace transform
Laplace transform

- Domain: For t ≥ 0, meaning that only applicable for 

positive time value

- ROC: One single ROC for each function（0 < t < ∞）

- Application: used to analyze causal system that only 

has positive time values

Bilateral Laplace transform

- Domain: For - ∞ < t < ∞ , meaning that also works for 

negative time values 

- ROC: Two separate ROC for domain - ∞ < t < 0 and 0 

< t < ∞ 

- Application: used to analyze non-causal system with 

both past and future dependencies

11. Inverse Laplace Transform
Inverse Laplace transform allows us to obtain the initial function from its Laplace transform.

12. Application of Laplace Transform
Besides solving differential equations, its signi�cance also lies in the following �elds:

- Control Systems Analysis: Laplace transform plays a crucial role in the analysis and design of control systems. It allows 

engineers to analyze the behavior of the system in the frequency domain, determine stability, and design controllers. 

The Laplace domain representation simpli�es the analysis of feedback control systems and helps in stability analysis 

using techniques like the transfer function.

- Signal Processing: In the �eld of signal processing, the Laplace transform is used to analyze and process continuous-

time signals. It allows for the representation of signals in the frequency domain, enabling tasks such as filtering, 

convolution, and system analysis. The Laplace transform is particularly useful in studying the behavior of linear time-

invariant systems.

- Network Analysis: The Laplace transform is applied in analyzing complex networks, such as communication networks 

or transportation networks. It helps in modeling and analyzing the behavior of interconnected systems, determining 

system response, and optimizing network performance.

13. Reference
1.  https://byjusexamprep.com/laplace-transform-i

2.  https://www.quora.com/What-exactly-is-the-ROC-region-of-convergence-in-a-Laplace-transform-and-Z-transform

3.  http://www.math.utah.edu/~gustafso/f2010/laplaceTableProofs.pdf

4.  https://en.wikipedia.org/wiki/Laplace_transform

82



09

Fi
tz

w
ill

ia
m

  C
ol

le
ge

  O
nl

in
e 

 S
um

m
er

  S
ch

oo
l  J

ou
rn

al
    

·   
 2

02
3 

Su
m

m
er

 

Mathematical 
Finance



Financial Goals and Strategies for 
Achieving Long-term

Financial Success
LIYUE YANG (Lisa)

1. Introduction
In this article, I aim to explore the path to attaining long-term pro�ts in business investments. The context of this paper 

is set within the current era of rapid globalization and informatization. It begins by analyzing the business strategies 

and risks involved in traditional industries, followed by an examination of the appropriate business strategies in 

emerging industries to achieve �nancial success and mitigate risks. Finally, a synthesis of the �ndings is presented, 

along with an acknowledgment of the study's limitations and suggestions for future research directions.

2. Global Context: Globalisation and informatization
Since the middle of the 20th century, the scientific and technological revolution, particularly driven by information 

technology, has transcended the barriers of time and space, transforming the world into a "global village”.After 

the outbreak of the novel coronavirus    pneumonia, of�ine cross-border activities have declined sharply, but online 

international activities have become more frequent, indicating that globalization has taken on a new era   with 

the accelerated development of information technology.(Zhu Xianqiang & Xu Bijun,2021)Under the background 

of enterprise business globalization, there are some problems such as lack of good development environment, 

low penetration rate and insufficient integration.(Wang Dong, 2017)Consequently, an increasing number of               

enterprises are now focusing on identifying business strategies to ensure long-term �nancial success.

When considering �nancial goals and strategies for achieving long-term success, different perspectives emerge. Some 

believe that executives should employ mathematical calculations to determine the business costs and approximate 

pro�ts, aiming to reach a break-even point  to avoid losses. On the other hand, some argue that companies should 

prioritize market expansion during commercial development, even if it entails early-stage losses, as the successful 

development of the industry can yield substantial returns later on. In my view, achieving long-term �nancial success 

necessitates a balanced approach: investing the majority of funds in industries likely to thrive in the future and 

allocating a portion of the funds to industries with short-term pro�t potential to mitigate losses. However, how can we  

ensure long-term success rather than incurring losses?

3. Profit returns in traditional industry
The volatility of traditional industries in the stock market tends to be relatively stable, allowing investors to assess their 

performance by analyzing the return rate of past stocks and calculating turnover to ensure pro�tability. As a result, 

businesses can potentially achieve a  �nancial return rate of 5% or even 10%.

Investing in traditional industries carries a lower level of risk, but there are still some inherent risks involved, especially 

in the securities market. The market's ef�ciency depends

on the ability of stock prices to respond to relevant information freely, as well as the full disclosure and even 

distribution of securities-related information. Stock prices serve as one of the most effective indicators to re�ect all 

known information in the capital market. This information, in turn, determines the market price of the stock, enabling 

investors to promptly adjust their asset investments in response to new information. A pertinent example is the       

recent media exposure of "Pinduoduo" selling counterfeit goods, which led to a swift decline in its stock price (Yin 

Jingyi, 2020). Therefore, achieving long-term �nancial success through investments in traditional industries, such as 

stocks or securities, necessitates careful selection of relevant industries and constant monitoring of news to ensure 
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pro�table outcomes.

4. Profit returns in emerging industry
In today's rapidly evolving world, advancements in science and technology, such as VR, AI, and other emerging 

technologies, have led to the emergence of promising industries. With the ongoing trend of global informatization, 

these industries hold signi�cant development prospects for the future. As astute investors recognize the potential, 

they invest in these nascent industries to secure market share and aim for substantial returns of 15%, 50%, or even 

100% as these sectors mature.

However, these lucrative opportunities come with considerable risks. The overall securities market can be in�uenced 

by irrational investor sentiment, leading to a speculative atmosphere. Moreover, if the company does not have the 

consistent growth and profitability after the issuance at a high price, the situation of continuous slump, long-term 

downturn or  weakness after the listing of new shares is unavoidable. It is not conducive to the long-term, stable and 

healthy development of the securities market.(Wu Lili, 2022). Therefore, the key to success lies in making rational 

investment choices in these emerging industries and knowing when to sell to maximize pro�ts. A prudent approach 

will help investors navigate  the risks and capitalize on the growth potential of these technologies and industries.

5. Conclusion
Based on the discussions above, the most robust strategy for achieving long-term �nancial success is a combination 

of investments in both traditional and new industries. Investing in traditional industries provides a source of relatively 

stable funds, which can act as a protective measure for investments in emerging industries, thereby achieving a 

balance and forming a hedge to secure pro�ts in various market situations.

In conclusion, this paper highlights the advantages and disadvantages of both traditional and emerging markets, 

offering valuable insights for investors. However, it's essential to acknowledge that this study is limited to the Chinese 

market. Future research will aim to delve into the international market, providing a broader perspective on investment

opportunities and strategies beyond national boundaries. Expanding the analysis to the global context will offer more 

comprehensive guidance for investors seeking long-term �nancial success.
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The impact of stock changes in the 
hands of large share holders on 

individual investors
JINKUN JI (Lofan) 

Abstract
Large shareholders make up a large proportion of the company, and changes in the number of shares held often have 

a signi�cant impact on individual investors. However, at present, there is no in-depth research on the speci�c impact of 

the change of major shareholders' stocks on individual investors. This paper will discuss the impact of stock changes in 

the hands of major shareholders on individual investors, and explore the in�uence mechanism and economic effects.

1. Introduction
The influence of stock changes in the hands of major shareholders on individual investors is a relatively important 

research �eld. In the stock market, large shareholders usually hold a high proportion of stocks, and the cost is low. 

When major shareholders reduce their holdings through trading, the number of shares sold is large and the transaction 

price is relatively low. This behavior often has an impact on the psychology of individual investors who hold shares that 

have been sold by large shareholders, interfering with their valuation of the company. In addition, arbitrage traders in 

the market will also use block trading to take over the shares sold by major shareholders at a lower trading price, and 

gradually sell them through the continuous bidding market to obtain pro�ts. Since the cost of holding  stocks is low for 

carry traders, they may exert some pressure on the stock price when they sell stocks later, especially for some stocks 

with poor liquidity and small circulating market value.

In the modern stock market, individual investors increase their wealth and  diversify their risks by buying stocks. 

Therefore, it is of great significance for individual investors to make reasonable decisions in the stock market to         

understand the in�uence of major shareholders' stock changes on individual   investors.

The research work of this paper mainly includes the following parts:

(1) The �rst part introduces the relationship between major shareholders' stock changes and individual investors.

(2) The second part discusses the reaction of individual investors to the changes of major shareholders' stocks.

(3) The third part is empirical research and analysis.

(4) The fourth part is case study.

(5) The �fth part, summary and prospect.

2. Literature review
Methodology

2.1. Analysis of the influence of major shareholders' stock movements on individual investor

The  stock  movements of major shareholders have an important impact on individual investors. First, the stock 

movements of major shareholders may trigger uncertainty in the market, leading to mood swings among individual 

investors. When large shareholders reduce their holdings, the market may panic, and individual investors may sell their 

shares, causing prices to fall. On the contrary, if large shareholders increase their holdings of stocks, the market may 
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be optimistic, and individual investors may buy more stocks, driving the price up. Therefore, individual investors need 

to pay close attention to the stock movements of major shareholders, and the impact on market sentiment.

Second, changes in the shares of major shareholders may change the corporate governance structure and affect 

the rights and interests of individual investors. An increase in  stock  holdings by major  shareholders could mean  

they have more con�dence in the company and greater control over it. This may lead to changes in the corporate 

governance structure, giving individual investors less say. In addition, the reduction of shares by major shareholders 

may make the company out of the control of major shareholders, resulting in the instability of the corporate 

governance structure, and then affecting the interests of individual investors. Therefore, individual investors need to 

pay attention to the stock changes of major shareholders in order to understand the changes in corporate governance 

structure and make corresponding investment decisions.

In addition, the changes of major shareholders' stocks may also include the prediction of the company's performance 

and development prospects, which will have an impact on the investment returns of individual investors. If large 

shareholders sell down their shares because the company is in trouble or poorly run, individual investors may face 

potential risks. An increase in shares by large shareholders could mean that they are optimistic about the company's 

prospects, which could provide investment opportunities for individual investors. Therefore, individual investors need 

to make a comprehensive analysis of the company's performance and development prospects according to the stock 

changes of major shareholders to decide whether to buy or sell stocks.

2.2. Study on the reaction of individual investors to the changes of major shareholders' stocks

As one of the participants of the market, the individual investor's reaction to the stock changes of major shareholders 

is an important part of the investment decision. In this section, the reaction of individual investors to the changes of 

major shareholders' stocks and the in�uencing factors will be studied.

First, the reaction of individual investors to changes in the shares of major shareholders may be in�uenced by different 

access to information. According to past studies, individual investors mainly obtain relevant stock information through 

media, Internet and research reports. However, there are often differences in individual investors' ability to obtain and 

interpret information, which leads to differences in individual investors' reactions to major shareholders' stock changes. 

Some individual investors may make quick decisions to adjust their portfolios, while others may be too conservative or 

too aggressive, missing out on investment opportunities or taking on too much risk.

Secondly,  the reaction of individual investors to the changes of major shareholders' stocks is also affected by 

psychological factors. Investment decision is often affected by personal preference, risk attitude, cognitive bias and 

other factors. For example, some individual investors may blindly follow the decisions of major shareholders and 

change themselves out of trust in them or pursuit of short-term profits. This behavior can easily lead to excessive 

trading and bad decisions,  which can negatively impact  the  �nancial situation of individual investors.

In addition, the reaction of individual investors to changes in the stocks of major shareholders is also affected by the 

market  environment. Market risk appetite, liquidity, volatility and other factors will affect the attitude and behavior 

of individual investors in the face of major shareholders' stock changes. When market optimism is high, individual 

investors may be more inclined to follow the buying  behavior of major shareholders, believing that it can bring good 

investment returns. When market panic spreads, individual investors may be more susceptible to the selling behavior 

of major shareholders, and then quickly follow the trend to sell stocks, resulting in further market declines.

Therefore,  the reaction of individual investors to the changes of major shareholders' stocks will be in�uenced by the  
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information access channels, psychological factors and market environment.

3. Conclusion
The following conclusions can be drawn from the analysis of the impact of changes in the shares held by major 

shareholders on individual investors.

First, the stock movements of major shareholders have a signi�cant impact on the psychology of individual investors. 

According to the results of the research individual investors generally show anxiety and anxiety when major 

shareholders reduce their stock holdings. This is because the reduction means that the major shareholders' con�dence 

in the company is declining, which may indicate that the company is facing some bad situations. Individual investors, 

affected by such news, are likely to choose to reduce their holdings in order to avoid risk.

Secondly, the operation behavior of major shareholders has a certain impact on the trading behavior of individual 

investors. The study found that when large shareholders increase their holdings of stocks, individual investors are 

generally positively in�uenced to increase their own investments. This is because the increase of major shareholders 

is often seen as an optimistic expectation of the company's prospects, and individual investors will follow the pace 

of major shareholders and increase their confidence in the company's investment. On the contrary, the reduction 

behavior of major shareholders will cause panic among individual investors, leading them to choose to reduce or 

suspend investment.

In addition, the stock changes of major shareholders also have an impact on the investment returns of individual 

investors. According to research results, when major shareholders increase their holdings of stocks, the investment 

returns of individual investors tend to increase. This is because the increase of major shareholders is often interpreted 

by the market as con�dence in the future development of the company, which leads to expectations of rising stock 

prices. Individual investors will therefore choose to increase their investment in the company and get better returns. 

However,  when major shareholders reduce their holdings of stocks, the investment income of individual investors is 

often suppressed to a certain extent, because the behavior of reducing holdings often brings negative expectations of 

the market, resulting in a decline in stock prices.

Finally, we also find that the investment behavior of individual investors also has  a certain feedback effect on 

the operation of major shareholders. Specifically, when individual investors actively follow the actions of major 

shareholders, some major shareholders may take advantage of the situation to operate, thereby affecting the        

market. This feedback effect shows the mutual utilization between major shareholders and individual investors, and 

further deepens the connection between the two.

To sum up, the stock movements of major shareholders have a signi�cant impact on individual investors. Individual 

investors will be affected by emotions and behaviors when facing the operation of major shareholders, and consider 

the operation behavior of major shareholders and market conditions in future investment decisions. Therefore, in the 

decision-making process of individual investors, it is necessary to conduct appropriate analysis and judgment on the 

operational behavior of major shareholders in order to reduce risks and obtain better investment returns. At the same 

time, major shareholders should also be fully aware of the impact of their own operational behavior on individual 

investors, actively guide market expectations, and promote the stability and healthy development of the market.
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